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## PREFACE

The mirst purpose of this text is to demonstrate the application and development of familiar physics-Newtonian gravitation-and familiar mathe-matics-Euclidean geometry-in a particular environment: the earth. The second is to collect and explain some of the mathematicall techniques developed in recent years in order to wilize artificial satellites for geodesy.

To make this book as useful as possible for the first purpose, it is assumed that the reader has completed only the pertinent parts of a first-year course in physics and a first-ycar course in calcuhas. Thus, athough it is assumed that the reader is familiar with the fundamentals of potential felds and analytic geometry, full explanations are given of certain mathematical techniques, such as spherical harmonics and matrices, that are necessary to apply these fundamentals in the context with which the book deals.

The second purpose may interfere with the first in that it introduces more complications than are necessary for an understanding of the physical priaciples involved. However, the fact that such complications oceur in applying simple physies and the fact that certain mathematical techniques are valuable because they cope most effectively with complications are perhaps the most important lessons for the student.

In writing this book I am indebted to the following persons: for comments on earlier drafts, to Robert G. Wilson and Bernard F. Cohlan at the University of California in Los Angeles and to C. A. Whitten, Martin Hotine, and others at the United States Coast and Geodetic Survey in Washington, D.C.; to Robert H. Gersten of Aerospace Corporation, Los Angeles, who contributed greatly by carcfully reading the final draft; and to Elizabcth Doty for her diligence and patience in preparing the typescript and its multifarious corrections.

W. M. Kaula
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## TABLE OF SYMBOLS

|  |  |  | First Used |
| :--- | :--- | :--- | :--- |
| Symbol |  | Definition | Dimension |
| in Equation |  |  |  |


| Symbol | Definition | Dimension | First Used in Equation |
| :---: | :---: | :---: | :---: |
| $g_{e}$ | Acceleration of gravity at equator | $L T^{-2}$ | (1.38) |
| H | Delaunay orbital element, $\left[\mu a\left(1-e^{2}\right)\right]^{1 / 2} \cos i$ | $L^{2} T^{-1}$ | (3.41) |
| $h$ | Angular momentum per unit mass $r^{2} f$ or $\left[\mu a\left(1-e^{2}\right)\right]^{1 / 2}$ | $L^{2} T^{-1}$ | (3.4) |
| $\cdot h$ | Delaunay element, node $\Omega$ or (node-GST): $(\Omega-0)$ |  | (3.138) |
| $h$ | Altitude | $L$ | (4.50) |
| I | Identity matrix |  | (2.20) |
| $i$ | Inclination |  | (2.29) |
| $J_{n}$ | Coefficient of zonal potential term |  | (1.38) |
| $J_{22}$ | Coefficient of equatorial ellipticity potential term |  | (6.10) |
| K | Covariance matrix of linear transform of observations, $\mathrm{C} \mathbf{W} \mathrm{C}^{\text {? }}$ |  | (5.45) |
| $K_{i l m p)}$ | Coefficient of sinusoidal partial derivative with respect to potential coefficient |  | (4.27) |
| $k$ | $\begin{aligned} & \text { Gravitational constant } 6.670 \times 10^{-8} \\ & \mathrm{~cm}^{3} \mathrm{gm}^{-1} \mathrm{sec}^{-2} \end{aligned}$ | $L^{3} M^{-1} T^{-2}$ | (1.1) |
| $k$ | Modulus of elliptic integral |  | (3.134) |
| $L$ | Delaunay orbital element, $\mu^{1 / 2} a^{1 / 2}$ | $L^{2} T^{-1}$ | (3.41) |
| $l$ | Degree subscript of spherical harmonic |  | (1.16) |
| $1_{T}$ | Vector referring to local vertical | $L$ | (4.11) |
| M | Mass of earth | M | (1.1) |
| M | Mean anomaly |  | (3.19) |
| M | Matrix of coefficients of corrections to parameters |  | (5.27) |
| $m$ | Mass of small body | M | (1.1) |
| $m$ | Order subscript of spherical harmonic |  | (1.19) |
| $m$ | Ratio of centrifugal acceleration to equatorial gravity |  | (1.38) |
| N | Matrix of normal equation coefficients |  | (5.53) |
| $n$ | Mean motion | $T^{-1}$ | (3.20) |
| $n$ | Wave number in time series |  | (5.1) |
| 0 | Null matrix |  | (5.43) |
| $O_{i}$ | Quantity observed |  | (4.32) |
| P | Error propagation matrix |  | (5.63) |
| $P_{l m}$ | Legendre associated polynomial |  | (1.30) |
| $P_{j}$ | Parameter |  | (4.32) |
| $p$ | Inclination function subscript |  | (3,61) |
| p | Vector of momentum (per unit mass) variables | $\begin{gathered} L^{2} T^{-1} \text { or } \\ \text { LT } T^{1} \end{gathered}$ | (3.83) |
| $p i$ | Momentum (per unit mass) variable | $\begin{gathered} L^{2} T^{-1} \text { or } \\ L T^{-1} \end{gathered}$ | (3.83) |


| Symbol | Definition | Dimension | First Used in Equation |
| :---: | :---: | :---: | :---: |
| $\mathrm{P}_{T}$ | Vector referred to inertially fixed camera axis | $L$ | (4.16) |
| $Q_{l m}$ | Amplitude of term in spherical harmonic potential disturbing function |  | (3.121) |
| $q$ | Eccentricity function subscript |  | (3.67) |
| q | Position vector referred to orbital plane | $L$ | (3.23) |
| q | Vector of angle or position variables | 0 or $L$ | (3.83) |
| $q_{i}$ | Angle or position variable | 0 or $L$ | (3.83) |
| $R$ | Radial function in spherical harmonic |  | (1.14) |
| $R$ | Disturbing function | $L^{2} T^{-2}$ | (3.40) |
| $R_{E}$ | Mean radius of the earth | $L$ | (4.68) |
| $\mathbf{R}_{i}(0)$ | Matrix for rotation about axis $i$ through angle 0 |  | (2.6) |
| $\mathbf{R}_{x q}$ | Matrix for rotation from $q$ to $x$ coordinates |  | (2.26) |
| $r$ | Radial coordinate or distance | $L$ | (1.1) |
| $\mathbf{r}, \dot{\mathbf{r}}, \mathbf{r}$ | Position, velocity, and acceleration vectors | $\begin{gathered} L, L T^{-1} \\ L T^{-2} \end{gathered}$ | (3.1) |
| $S$ | Determining function of canonical transfommation |  | (3.96) |
| $S_{\text {ln }}$ | Sine coefficient of spherical harmonic potential term |  | (1.31) |
| $S_{l m i}$ | Surface spherical harmonic |  | (1.31) |
| s | Vector of normal equation constants |  | (5.53) |
| $s_{k}$ | Keplerian element |  | (3.27) |
| $T$ | Kinetic energy per unit riass | $L^{2} T^{-2}$ | (3.32) |
| $T$ | Duration of observation of time series | $T$ | (5.1) |
| $T_{t m t}$ | Coefficient of term in series development of spherical harmonic |  | (1.27) |
| $t$ | Time | $T$ | (3.4) |
| $U$ | Potential of gravity of reference ellipsoid | $L^{2} T^{-2}$ | (1.38) |
| $u$ | Reciprocal $1 / r$ of radius | $L^{-1}$ | (3.5) |
| u | Vector of position referred to earth-fixed coordinates | $L$ | (2.24) |
| $V$ | Gravitational potential (per unit mass) | $L^{2} T^{-2}$ | (1.3) |
| V | Covariance matrix of parameters |  | (5.50) |
| $V_{0}$ | Gravitational potential of reference eliipsoid | $L^{2} T^{-2}$ | (1.38) |
| $v$ | Velocity | $L T^{-1}$ | (3.34) |
| W | Potential of gravity | $L^{2} T^{-2}$ | (1.35) |
| W | Covariance matrix of observations |  | (5.38) |
| x | Vector of position referred to inertially fixed coordinales | 1 | (2.24) |
| x | Vector of corrections to observations |  | (5.27) |
| y | Vector time serics |  | (5.1) |


| Symbol | Definition | Dincmsion | Fïst Used in Equation |
| :---: | :---: | :---: | :---: |
| $\{x, y\}$ | Plate coordinates | $L$ | (4.36) |
| $z$ | Zenith angle |  | (4.18) |
| z | Vector of corrections to parameters |  | (5.27) |
| $\alpha$ | Right ascension |  | (3.54) |
| $\delta$ | Declination |  | (4.16) |
| $\epsilon$ | Error |  | (4.34) |
| 0 | Greenwich sidercal time |  | (2.24) |
| $\chi$ | Swing angle of camera |  | (4.18) |
| $\Lambda$ | Longitude [unction in spherical hammonic |  | (i.14) |
| $\lambda$ | Longitude |  | (1.9) |
| $\lambda$ | Vector of Lagrangian nuttipliers |  | (5.42) |
| $\lambda_{l m}$ | Reference longitude of term in spherical harmonic potential |  | (3.122) |
| $1 /$ | Sime of latilude, sin \% |  | (1.21) |
| 16 | Gravitational constant times carla's mass $k=1$ | $13 \% 2$ | (3.1) |
| 1 | Index of refraction |  | (4.50) |
| $\cdots$ | Radius of corvature in prime verlical | $L$ | (4.8) |
| $\rho$ | Density | M $L^{*}{ }^{3}$ | (1.5) |
| $6^{2}$ | Degree varimace of splucrical harmomic |  | (5.13) |
| d | Latilude lunction in spherical harmonic |  | (1.14) |
| $\phi$ | Latitude |  | (1.9) |
| $p$ | Longitude measured from minor axis of equatorial ellipticity |  | (3.130) |
| $\Omega$ | Longitude of node |  | (2.28) |
| $\omega$ | Rotation rate $\dot{0}$ of earth | $T^{-1}$ | (1.35) |
| $\omega$ | Argument of perigee |  | (2.30) |

## TABLE OF NUMERICAL VALUES

| Symbol | Namie | Vultue |
| :---: | :---: | :---: |
| A/m | Area-to-mass ratio of satellite, usuatly except balloons | $\begin{array}{r} 0.02 \text { to } 0.20 \mathrm{~cm}^{2} / \mathrm{gm} \\ 30 \text { to } 100 \mathrm{~cm}^{2} / \mathrm{gm}^{2} \end{array}$ |
| ${ }_{6}$ | Semimajor axis of earth | $6378153 \pm 8 \mathrm{~m}$ |
| $b$ | Semminor axis of earth | $6356768 \pm 8 \mathrm{~m}$ |
| $C_{D}$ | Satellite shape factor | $2.4 \pm 0.2$ |
| $C_{l m}$ | Potential coefficient | See Table 3 |
| $c$ | Velocity of light | $299792.5 \pm 0.5 \mathrm{~km} / \mathrm{sec}$ |
| $f$ | Flattening of earth | 1/298.25 $\pm 0.01$ |
| ${ }^{\circ} \mathrm{e}$ | Equatorial gravity | $978.0284 \pm 0.0013 \mathrm{~cm} / \mathrm{sec}^{2}$ |
| $J_{l}$ | Zonal potential coefficient | See Table 4 |
| $J_{22}$ | Equatorial ellipticity coefficient | $1.8 \pm 0.1 \times 10^{-6}$ |
| $k$ | Gravitational constant | $\begin{aligned} & 6.670 \pm 0.002 \times 10^{-8} \\ & \mathrm{~cm}^{3} / \mathrm{gm} / \mathrm{scc}^{2} \end{aligned}$ |
| $k M$ | Gravitational constant $\times$ earth's mass | $\begin{aligned} & 3.986009 \pm 0.000010 \times \\ & \times 10^{14} \mathrm{~m}^{3} / \mathrm{scc}^{2} \end{aligned}$ |
| $m$ | Centrifugal acceleration/equatorial gravity | 0.0034678 |
| $R_{\text {E }}$ | Mean radius of earth | 6371.0 km |
| $S_{l m}$ | Potential coefficient | See Table 3 |
| $t$ | Time: in planetary units ( $k=1, M=1, a_{0}=1$ ), time unit is | 806.8137 secs |
| $v$ | Velocity: for close satcllites | 6 to $8.5 \mathrm{~km} / \mathrm{sec}$ |
| $\lambda_{22}$ | Longitude of major axis, equatorial ellipticity | $14.5{ }^{\circ} \pm 1.5^{\circ} \mathrm{W}$. |
| $\mu$ | $k M$ | $3.986009 \times 10^{14} \mathrm{mi}^{3} / \mathrm{scc}^{2}$ |
| $\mu$ | Refractive index | <1.000390 |


| Symbol | Name | Value |
| :--- | :---: | :---: |
| $\rho$ | Atmospheric density, at altitude: | $500 \mathrm{~km}: 15 \times 10^{-17}$ to |
|  |  | $4 \times 10^{-14} \mathrm{gm}^{2} / \mathrm{cm}^{3}$ |
|  |  | $1000 \mathrm{~km}: 2 \times 10^{-19}$ to |
|  |  | $10^{-16} \mathrm{gm} / \mathrm{cm}^{3}$ |
|  |  | $1500 \mathrm{~km}: 1.5 \times 10^{-20}$ to |
|  |  | $8 \times 10^{-18} \mathrm{gm} / \mathrm{cm}^{3}$ |
|  |  | $\sim 160 \times 10^{-12} / l^{3}$ |
| $\sigma_{l}{ }^{2}$ | Degree variance of potential | $0.7292115085 \times 10^{-4} \mathrm{sec}^{-1}$ |

Theory of Satellite Geodesy

## THE EARTH'S GRAVITATIONAL FIELD

### 1.1. Potential Theory

The most pervasive fact of the familiar physical environment is the carth's gavitational atraction. Aecording to Newton's universal law of gavitation, the fore of attraction between two particles of masses $m$ and $M$ at a distance rfrom each other will be

$$
\begin{equation*}
F=k \frac{m M}{r^{2}} \tag{1.1}
\end{equation*}
$$

where $k$ is the gravitational constant. If we combine Equation (1.1) with Newton's second law, which is

$$
F=m a
$$

we obtain the aceeleration of the particle of mass $m$ with respect to the center of mass ol the two particles,

$$
\begin{equation*}
a=\frac{k M}{r^{2}} \tag{1.2}
\end{equation*}
$$

This acceleration is the magnitude of a vector directed along the line between the two partieles. $A$ vector a equivalent to Equation (1.2) will be obtained by expressing the aceelcration as the gradient of a scalar, called a potential. Thus

$$
\begin{equation*}
\mathbf{a}=\nabla V \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
V=\frac{k M}{r} \tag{1.4}
\end{equation*}
$$

In (1.4), $V$ is shown as a positive quantity, which is consistent with the sign convention of astronomy and geodesy. In physics $V$ is conventionally taken to be negative.

For $m$ negligibly small compared to $M$, Equations (1.3) and (1.4) are consistent with a coordinate system whose origin is at the center of mass of the particle of mass $M$. For the effect of several particles of masses $M_{i}$ at distances $r_{i}$, the combined acceleration can be expressed as the gradient of a - potential, which is a sum of potentials $V_{i}$ expressed by Equation (1.4). If these particles are conglomerated to form a continuous body of variable density $\rho$, this summation can be replaced by an integration over the volume of the body. Thus

$$
\begin{equation*}
V=k \iiint \frac{\rho(x, y, z)}{r(x, y, z)} d x d y d z \tag{1.5}
\end{equation*}
$$

For a particular component $a_{x}$ of a derived from the point mass potential of Equation (1.4), we have

$$
\begin{equation*}
a_{x:}=\frac{\partial V}{\partial x}=-k M \frac{x}{r^{3}}, \tag{1.6}
\end{equation*}
$$

and for the second derivative, we have

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}=k M\left(-\frac{1}{r^{3}}+\frac{3 x^{2}}{r^{5}}\right) . \tag{1.7}
\end{equation*}
$$

Adding together the second derivatives for the other two coordinates, we get Laplace's equation,

$$
\begin{equation*}
\nabla^{2} V=\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=k M\left(-\frac{3}{r^{3}}+\frac{3\left(x^{2}+y^{2}+z^{2}\right)}{r^{5}}\right)=0 \tag{1.8}
\end{equation*}
$$

We would get this same result for any element of mass $\rho d x d y d z$ in the potential of Equation (1.5) and hence for the summation thereof.

The coordinate system, rectangular or otherwise, that is most convenient in a physical problem usually depends on the geometry of the boundaries. The earth is rather round, which suggests spherical coordinates. Thus,

$$
\begin{align*}
& x=r \cos \phi \cos \lambda, \\
& y=r \cos \phi \sin \lambda,  \tag{1.9}\\
& z=r \sin \phi,
\end{align*}
$$

where $r$ is the radial distance from the origin, $\phi$ is latitude, and $\lambda$ is longitude measured eastward (that is, counterclockwise looking toward the origin from the positive end of the $z$-axis). The notation used in Equation (1.9) is consistent with geodetic practice; usually in mathematics there are used 0 for colatitude and $\phi$ for longitude.

In order to convert the Laplace equation, (1.8), to spherical coordinates, we need partial derivatives of the spherical coordinates with respect to the rectangular coordinates. These can be obtained by differentiating Equation (1.9) with respect to $r, \phi$, and $\lambda$ in turn and then by solving the simultancous differential equations for $d r, d \phi, d \lambda$. Thus we have

$$
\begin{align*}
& d r=\cos \phi \cos \lambda d x+\cos \phi \sin \lambda d y+\sin \phi d z \\
& d \phi=-\frac{1}{r} \sin \phi \cos \lambda d x-\frac{1}{r} \sin \phi \sin \lambda d y+\frac{1}{r} \cos \phi d z  \tag{1.10}\\
& d \lambda=-\frac{1}{r \cos \phi} \sin \lambda d x+\frac{1}{r \cos \phi} \cos \lambda d y .
\end{align*}
$$

Then

$$
\begin{align*}
\frac{\partial V}{\partial x} & =\frac{\partial V}{\partial r} \frac{\partial r}{\partial x}+\frac{\partial V}{\partial \phi} \frac{\partial \phi}{\partial x}+\frac{\partial V}{\partial \lambda} \frac{\partial \lambda}{\partial x} \\
& =\frac{\partial V}{\partial r} \cos \phi \cos \lambda-\frac{\partial V}{\partial \phi} \frac{1}{r} \sin \phi \cos \lambda-\frac{\sin \lambda}{r \cos \phi} \frac{\partial V}{\partial \lambda} \tag{1.11}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} V}{\partial x^{2}} & =\left[\frac{\partial^{2} V}{\partial r^{2}} \cos \phi \cos \lambda+\left(\frac{\partial V}{\partial \phi} \cdot \frac{1}{r}-\frac{\partial^{2} V}{\partial \phi \partial r}\right) \frac{1}{r} \sin \phi \cos \lambda\right. \\
& \left.+\frac{\sin \lambda}{r \cos \phi}\left(\frac{\partial V}{\partial \lambda} \frac{1}{r}-\frac{\partial^{2} V}{\partial \lambda \partial r}\right)\right] \frac{\partial r}{\partial x}+\text { similar factors } \times \frac{\partial \phi}{\partial x} \text { and } \frac{\partial \lambda}{\partial x} . \tag{1.12}
\end{align*}
$$

Carrying out these differentiations for

$$
\frac{\partial^{2} V}{\partial x^{2}}, \frac{\partial^{2} V}{\partial y^{2}}, \text { and } \frac{\partial^{2} V}{\partial z^{2}}
$$

in turn and adding them togetler, we obtain for the Laplace Equation in spherical coordinates,

$$
\begin{equation*}
r^{2} \nabla^{2} V=\frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)+\frac{1}{\cos \phi} \frac{\partial}{\partial \phi}\left(\cos \phi \frac{\partial V}{\partial \phi}\right)+\frac{1}{\cos ^{2} \phi} \frac{\partial^{3} V}{\partial \lambda^{2}}=0 . \tag{1.13}
\end{equation*}
$$

### 1.2 Spherical Harmonics

To express the variations of the potential $V$ in the spherical coordinate system, it would be convenient if $V$ had the form

$$
\begin{equation*}
V=R(r) \Phi(p) \Lambda(\lambda) . \tag{1.14}
\end{equation*}
$$

By substituting Equation (1.14) in (1.13) and dividing by $R(ग \Lambda$, we get

$$
\begin{equation*}
\frac{1}{R} \frac{d}{d r}\left(r^{2} \frac{d R}{d r}\right)+\frac{1}{\Phi \cos \phi} \frac{d}{d \phi}\left(\cos \phi \frac{d \phi}{d \phi}\right)+\frac{1}{\Lambda \cos ^{2} \phi} \frac{d^{2} \Lambda}{d \lambda^{2}}=0 . \tag{1.15}
\end{equation*}
$$

Becatise the first form of lequation (1.1.5) is the only term that is a Function of $r$, it mast be constant say, as bater turns out to be convenient $\cdots(1+1)$. Carying out the difieremiation and multiplying by $R$. we have

$$
\begin{equation*}
r^{2} \frac{d^{2} R}{d r}+2 r \frac{d R}{d r}-l(l+1) R=0 \tag{1.16}
\end{equation*}
$$

The form of Equation (1.16), in which $R$ and eath of its derivatives is multiplied by the equivalent power of $r$, suggests that $R$ is of the form $r^{2}$. Substituting this value in Equation (1.16) and solving the resulting equation for $k$, we get $l$ and $-l-1$ as the two admissible solutions, or

$$
\begin{equation*}
R=A r^{\tau}+B r^{-l-1} \tag{1.17}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. In the case of interest to us, a potential in free space vanishing at infinity, $A$ must equal zero.

Substituting from Equation (1.16) into (1.15) and multiplying by $\cos ^{2} \phi$, we obtain a separation of the $\Lambda$ term. Thus

$$
\begin{equation*}
l(l+1) \cos ^{2} \phi+\frac{\cos \phi}{\Phi} \frac{d}{d \phi}\left(\cos \phi \frac{\partial \Phi}{\partial \phi}\right)+\frac{1}{\Lambda} \frac{d^{2} \Lambda}{d \lambda^{2}}=0 \tag{1.18}
\end{equation*}
$$

The last term of Equation (1.18), since it is the only one that is a function of $\lambda$, must be constant. On making this constant equal to $-m^{2}$, we have

$$
\begin{equation*}
\Lambda=C \cos m \lambda+S \sin m 2 \tag{1.19}
\end{equation*}
$$

where $C$ and $S$ are arbitrary constants. Substituting $-m^{2}$ for $\Lambda$ term of Equation (1.18) and muldiplying by $\Phi / \cos ^{2} \phi$, we get an equation that is
solcly a function of $\phi$. Thus

$$
\begin{equation*}
\frac{1}{\cos \phi} \frac{d}{d \phi}\left(\cos \phi \frac{d \phi}{d \phi}\right)+\left[l(l+1)-\frac{m^{2}}{\cos ^{2} \phi}\right] \Phi=0 \tag{1.20}
\end{equation*}
$$

or, substituting $\mu$ for $\sin \phi$,

$$
\begin{equation*}
\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d \phi}{d \mu}\right]+\left[l(l+1)-\frac{m^{2}}{1-\mu^{2}}\right]()=0 \tag{1.21}
\end{equation*}
$$

The form of Equation (1.21) with $m=0$, known as Legendre's equation, is solved by assuming that $\Phi$ is represented by a power series in $\mu$ (Apostol, $19(2, \mathrm{pp} .359-364)$. In the case of $m \neq 0$, the $1-\mu^{2}$ in the denominator makes the simple power series represemation inconvenient, and the equation must be solved by em-madery. The try that suceeds is to assume that d) has the form

$$
\begin{equation*}
!=\left(1-\mu^{2}\right)^{m / 2} \mu(\mu), \tag{1.22}
\end{equation*}
$$

which teads to an equation for $y$. Therefore,

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{d^{2} v}{d \mu^{2}}-2(m+1) \mu \frac{d v}{d \mu}+(1-m)(l+m+1) v=0 . \tag{1.23}
\end{equation*}
$$

Assuming

$$
\begin{equation*}
\nu=\sum_{i=0}^{\infty} a_{i} \mu^{i}, \tag{1.24}
\end{equation*}
$$

substituting in Equation (1.23), and requiring the coefficient of each power of $\mu$ to be separately zero, we obtain a recurrence relationship between alternate coefficients of the power serics. From the cocflicients of $\mu^{k}$ we get

$$
\begin{equation*}
a_{k+2}=\frac{k(k+2 m+1)-(l-m)(l+m+1)}{(k+1)(k+2)} a_{k} \tag{1.25}
\end{equation*}
$$

In order to obtain the maximum possible value of $k$, we set the numerator of Equation (1.25) equal to zero and solve for $k$. The result is

$$
\begin{equation*}
k_{\max }=l-m . \tag{1.26}
\end{equation*}
$$

Hence $m \leqq l$, and if $\nu$ is to be represented by a finite power series in $\mu$, the allowable powers will be $l-m-2 t$, where $t$ is any non-negative integer $\leqq$ $(l-m) / 2$. Let us substitute $(l-m-2 t)$ for $k$ and the notation $T_{l m t}$ for $a_{k}$. Then, on taking advantage of the eancellation between some terms
in the numerator to obtain a more compact expression, Equation (1.25) becomes

$$
\begin{equation*}
T_{l m i}=-\frac{(l-m-2 t+1)(l-m-2 t+2)}{2 t(2 l-2 t+1)} T_{l m(t-1)} . \tag{1.27}
\end{equation*}
$$

This solution still leaves $T_{l \text { tro }}$ to be defined. Because the whole expression is multiplied by the arbitrary constants $B C$ and $B S$ from Equations (1.17) and (1.19), $T_{l m 0}$ is also arbitrary; any change in the value adopted for $T_{l m 0}$ would merely result in an inversely proportionate change in $B C$ and $B S$. As a result of the most common manner of derivation, $T_{l m 0}$ is usually defined as (see, for example, Hobson, 1961, p. 91)

$$
\begin{equation*}
T_{l m 0}=\frac{(2 l)!}{2^{2} l!(l-m)!} . \tag{1.28}
\end{equation*}
$$

Applying Equation (1.27) successively to (1.28), we then get

$$
\begin{equation*}
T_{t m l}=\frac{(-i)^{\prime}(2 l-2 i)!}{2^{\prime} t!(l-l)!(1-m-2 t)!} . \tag{1.29}
\end{equation*}
$$

The sohution $\Phi$ of Equation (1.20) or (1.21) corresponding to a particuiar pair of subscripts $i, m$ is called a Legendre associated function, $P_{t, m}(\sin \phi)$ or $P_{i m}(\mu)$; thus we have

$$
\begin{equation*}
P_{l m}(\sin \phi)=\cos ^{m} \phi \sum_{i=i}^{k} T_{l m t} \sin ^{l-m-2 t} \phi, \tag{1.30}
\end{equation*}
$$

where $k$ is the integer part of $(l-m) / 2$.
The complete real solution of the Laplace equation, (1.13). from (1.17) (setting $A=0, B=1$ ), (1.19), and (1.30) is then

$$
\begin{equation*}
V=\sum_{l n i} \frac{1}{l} I^{l+1} S_{l m i}=\sum_{l=0}^{\infty} \sum_{m=0}^{n} \frac{1}{r^{l+1}} P_{l m}(\sin \phi)\left[C_{l m} \cos m \lambda+s_{l m} \sin m \lambda\right], \tag{1.31}
\end{equation*}
$$

where the $i$ subscript in the first term denotes the $\cos m$. or sin $m \lambda$ term.
In addition to these real solutions, there are imaginary solutions that are not applicable to the potential problem in which we are interested.
An important property of the surface spherical harmonics $S_{I m i}$ is that they are orthogonal; nameiy,
$\int_{\text {sphere }} S_{l m i} S_{h k j} d \sigma=0 \quad$ if $l \neq h \quad$ or $\quad m \neq k \quad$ or $\quad i \neq j$
for integration over the surface of a sphere. This property makes the spherical harmonics the natural means for general representation of a function over a spherical surface, analogous to Fouricr series for a function in a rectilinear
space. The integral of the square of $S_{l m i}$ is, for unit $C_{l m}$ or $S_{l m}$,

$$
\begin{equation*}
\int_{\text {sphere }} S_{l m i}^{2} d \sigma=\left[\frac{(l+m)!}{(l-m)!(2 l+1)\left(2-\delta_{0 m}\right)}\right] 4 \pi \tag{1.33}
\end{equation*}
$$

where the Kronecker delta $\delta_{0 m}$ is equal to 1 for $m=0$ and 0 for $m \neq 0$. The factor $(l+m)!/(l-m)$ ! indicates that the magnitude of the functions


Figure 1. Examples of spherical hamonics.
(and hence of the coefficients) will vary greatly with the subscript $m$. In order to make coefficients more readily comparable in numerical work, it is generally convenient to use normalized functions, for example,

$$
\begin{equation*}
S_{l m i}=\left[\frac{(l-m)!(2 l+1)\left(2-\delta_{0, n}\right)}{(l+m)!}\right]^{1 / 2} S_{l m i} \tag{1.34}
\end{equation*}
$$

Spherical harmonics are most conveniently remembered in terms of their zeros. A surface harmonic $S_{l m i}$ will have $(l-m)$ zeros in a distance $\pi$ along a meridian and $m$ zeros in the same distance along a pilfallel. Some examples are shown in Figure 1.

### 1.3 Potential of the Ellipsoid

The shape of the earth, as defined very closely by the geoid, or mean seat fevel (less metcorological effects), is determined not only by the gravitational potential $V$ but atso by the potental of rotation. These two potentials combine to make what is called the potential of gravity,

$$
\begin{equation*}
W=V+\frac{1}{2}\left(\omega^{2} r^{2} \cos ^{2} \phi,\right. \tag{1.35}
\end{equation*}
$$

where (s) is the rate of rotation.
It is an observed lact that the geoid is approximated within about $10^{-5}$ of the radius vector by an ellipsoid of revolution. The shape of this ellipsoid is conventionally expressed by the flatening $f$,

$$
\begin{equation*}
f=(a-b) / a, \tag{1.36}
\end{equation*}
$$

where $a$ is the equatorial radius and $b$ is the polar radius. The value of $f$ is about $3.353 \times 10^{3}$. Hence, to explore the $100^{\circ}$ departures of he carth's gravitational hedd from a reference potential $\gamma_{n}$ of an eflipsoid, it is necessary to carry the expression of $V_{0}$ in terms of the mass $M$, radius $a$, rotation ( 1 , and flattening $f$ to terms of order $f^{2}$. Furthermore, in order to conncet results of systems affected by gravilation (satellite orbits) with those affected by gravity (gravimetry), it is desirable to connect the parameters of the ellipsoid convenient to the former ( $k M$ and $C_{20}$ ) to those convenient to the latter (the equatorial acceleration of gravity $g_{e}$ and $f$ ). The algebra involved in making this connection is considerable, so we shall write out only the terms to $O(f)$ in the solution outlined here.

The symmetries of an ellipsoid of revolution indicate that its radius vector can be expressed as a sum of even degree zonal harmonics. Thus, we have

$$
\begin{equation*}
r=r_{0}\left(1+\alpha_{2} P_{20}+\alpha_{4} P_{40}+\cdots\right), \tag{1.37}
\end{equation*}
$$

where $P_{20}, P_{40}$ are defined by (1.29) and (1.30).
The customary manner of representing the potential of gravity of a reference figure, or "normal" potential, is

$$
\begin{equation*}
U=\frac{k M}{r}\left[1-J_{2}\left(\frac{a}{r}\right)^{2} P_{20}-J_{4}\left(\frac{a}{r}\right)^{4} P_{40}-\cdots\right]+\frac{1}{3} \frac{g_{c} m}{a} r^{2}\left(1-P_{20}\right), \tag{1,38}
\end{equation*}
$$

where

$$
\begin{equation*}
m=\frac{\omega^{2} a}{g_{c}} \tag{1.39}
\end{equation*}
$$

in which $g_{c}$ is the acceleration of gravity at the equator.

Expanding (1.37) by the binomial theorem gives

$$
\begin{align*}
r^{n}= & r_{0}^{n}\left\{1+\frac{n(n-1)}{10} \alpha_{2}^{2}+\left[n \alpha_{2}+\frac{n(n+1)}{7} \alpha_{21}^{2}\right] P_{20}\right. \\
& \left.+\left[n \alpha_{4}+\frac{9 n(n-1)}{35} \alpha_{2}^{2}\right] P_{410}+\cdots\right\}, \tag{1.40}
\end{align*}
$$

when use has been made of

$$
\begin{equation*}
P_{20}^{2}={ }_{35}^{18} P_{40}+\frac{2}{7} P_{20}+\frac{1}{5} . \tag{1.41}
\end{equation*}
$$

Substituling (1.40) into (1.38), using (1.41), and neglecling $P_{50} P_{10}$ and $P_{50}^{3}$ terms, we get a form for the potential $U$ on the surface of the ellipsoid. Thus

$$
\begin{align*}
U= & U_{0}\left(g_{c}, m, r_{0}, \alpha_{2}, a, k M, J_{2}\right) \\
& +C_{2}\left(g_{a}, m, r_{0}, \alpha_{2}, a, k M, J_{2}\right) P_{20} \\
& +C_{1}\left(g_{c}, m, r_{10}, \alpha_{2}, \alpha_{1}, a, k M, J_{2}, J_{3}\right) P_{14}, \tag{1.42}
\end{align*}
$$

where

$$
\begin{aligned}
& U_{0}=\frac{k M}{r_{0}}+\frac{g_{e} m}{3 a} r_{0}^{2}+O\left(f^{2}\right), \\
& C_{2}=-\frac{k M}{r_{0}}\left[\alpha_{2}+J_{2}\left(\frac{a}{r_{0}}\right)^{2}\right]-\frac{g_{c} m}{3 a} r_{0}^{2}+O\left(f^{2}\right), \\
& C_{4}=O\left(f^{2}\right)
\end{aligned}
$$

If the ellipsoidal surface is an equipotential, then $U$ must be constant and cqual to $U_{0}$ thereon. The coefficients $C_{2}$ and $C_{4}$ must therefore be separately equal to zero, which yields two equations for $k M, J_{2}$, and $J_{4}$ in terms of the other parameters. A third cquation is obtained by the condition that the negative of the radial derivative of $U$ must be equal to $g_{e}$ at the equator. Thus,

$$
\begin{equation*}
-g_{c}=\frac{-k M}{a^{2}}\left(1+\frac{3}{2} J_{2}-\frac{15}{8} J_{4}\right)+g_{c} m \tag{1.43}
\end{equation*}
$$

The three equations then can be solved simultaneously for $k M, J_{2}$, and $J_{4}$. We have

$$
\begin{aligned}
k M & =a^{2} g_{e}\left[1+3 i n / 2+3 \alpha_{2} / 2+O\left(f^{2}\right)\right], \\
J_{2} & =-m / 3-\alpha_{2}+O\left(f^{2}\right), \\
J_{4} & =O\left(f^{2}\right) .
\end{aligned}
$$

In order to obtain $r_{0}, \alpha_{2}$, and $\alpha_{4}$ in terms of the conventional parameters for an ellipsoid, a and $f$, we have the equation

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{a^{2}}+\frac{z^{2}}{b^{2}}=1 \tag{1.44}
\end{equation*}
$$

Converting from rectangular to spherical coordinates by Equation (1.9), using (1.36) to eliminate $b$, solving for $r^{2}$, and then applying the binomial theorem to obtain $r$, we get

$$
\begin{equation*}
r=a\left[1-\left(f+\frac{3}{2} f^{2}+\cdots\right) \sin ^{2} \phi+\frac{3}{2} f^{2} \sin ^{4} \phi-\cdots\right] . \tag{1.45}
\end{equation*}
$$

Integrating (1.45) from 0 to 1 with respect to $\sin \phi$, we get $r_{0}$,

$$
r_{0}=a\left[1-f / 3+O\left(f^{2}\right)\right],
$$

and then $\alpha_{2}$ and $\alpha_{1}$,

$$
\begin{aligned}
& \alpha_{2}=-2 j^{2}+O\left(f^{2}\right), \\
& \alpha_{4}=O\left(f^{2}\right) .
\end{aligned}
$$

Substitution in the equations for $k M, J_{2}$, and $J_{4}$ gives the final solution,

$$
\begin{align*}
k M & =a^{2} g_{c}\left(1-f+\frac{3}{2} m-\frac{15}{14} m f+\cdots\right),  \tag{1.46}\\
J_{2} & =\frac{2}{3} f\left(1-\frac{1}{2} f\right)-\frac{1}{3} m\left(1-\frac{3}{2} m-\frac{2}{7} f\right)+\cdots,  \tag{1.47}\\
J_{4} & =-\frac{4}{35} f(7 f-5 m)+\cdots . \tag{1.48}
\end{align*}
$$

To summarize, for the purposes of celestial geodesy, we can consider the earth's gravity field as represented by a normal potential of an ellipsoid of revolation, Equation (1.38), plus small irregular variations expressed by a sum of spherical harmonics, as in (1.31).
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## 2

## MATRICES AND ORBITAL GEOMETRY

### 2.1. General

The purpose of this chapter is to describe the peometry of an idealized situation: a vacum with an carth rotating umiormly with respect to fixed inerial coordanates. This idealized situation will constitute both the reference frame for the development of close satellite orbit dynamies in Chapter 3 , and for the description of observations of satcllites and variations in the coordinate system in Chapter 4. As a preliminary to describing the geometry, as well as to some techniques of data analysis in Chapters 5 and 6, we summarize the rules of matrix algebra.

### 2.2. Matrix Notation

A vector x , or $\left\{x_{1}, x_{2}, x_{3}\right\}^{T}$, can be changed into another vector y by a linear transformation given by

$$
\begin{align*}
& y_{1}=a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3} \\
& y_{2}=a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3}  \tag{2.1}\\
& y_{3}=a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}
\end{align*}
$$

Equation (2.1) can be abbreviated as

$$
\begin{equation*}
y_{i}=\sum_{j} a_{i j} x_{j}, \quad i, j=1,2,3 \tag{2.2}
\end{equation*}
$$

or as

$$
\begin{equation*}
\mathbf{y}=\mathbf{A x} \tag{2.3}
\end{equation*}
$$

A rectangular array $A$ of numbers $a_{i j}$ is called a matrix. Matrix algebra is the expression of algebraic operations on arrays of quantities, such as the
transformation in (2.1), in compressed notation such as (2.3). In this text we shall be interested both in expressing transformations from one coordinate system to another and in the formation and solution of generalized leastsquares problems. The principal rules of matrix algebrat are:

The numbers $a_{i j}$ that comprise a matrix are called elements.
The first subscript $i$ denotes the row, and the second subscript $j$ denotes the column, in accordance with the customary method of displaying matrices. For example, we have

$$
A=\left[a_{i j}\right]=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{2.4}\\
a_{21} & a_{23} & \cdots & a_{2 n} \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
a_{m 1} & a_{n 2} & \cdots & a_{m n}
\end{array}\right]
$$

The number of rows, $m$, and the number of columas $n$ are called its dimensions. Particular lypes of matriecs are:

1. A ector, or column matrix, is a matrix that has only one column. We denote vectors by lower-a ase boldface letters, such as

$$
\mathbf{a}=\left[a_{i}\right]=\left[\begin{array}{c}
a_{1}  \tag{2.5}\\
a_{2} \\
\cdot \\
\cdot \\
\cdot \\
a_{m}
\end{array}\right]
$$

2. A square matrix, or quadratic matrix, has the same number of rows and columns.
3. An orthogonal matrix is a square matrix whose determinant $\left|a_{i j}\right|$ is $\pm 1$, and whose inverse is equal to its transpose [see (2.11) and (2.20)].
4. A rotation matrix is an orthogonal matrix whose determinant is +1 . In this book we are interested mainly in rotation matrices of dimension $3 \times 3$. For those rotation matrices whose elements $r_{l m}$ satisfy the following rules, we adopt the notation $\mathbf{R}_{i}(\theta)$ :

$$
\begin{align*}
j & \equiv i(\text { modulo } 3)+1, \quad k \equiv j(\text { modulo } 3)+1, \\
r_{i i} & =1, \quad r_{i j}=r_{j i}=r_{i k}=r_{k i}=0,  \tag{2.6}\\
r_{j j} & =r_{k k}=-\cos \theta, \quad r_{j k}=+\sin \theta, \quad r_{k j}=-\sin 0
\end{align*}
$$

These rules are consistent with a right-handed coordinate system and positive signs for counterclockwise rotation, as viewed looking toward the origin from the positive axis. For example, we have

$$
R_{3}(\theta)=\left[\begin{array}{ccc}
\cos \theta & \sin \theta & 0  \tag{2.7}\\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Rotation matrices are also called direction cosinc matrices.
5. A diagonal matrix is a matrix whose elements $a_{i j}$ satisfy the rule

$$
\begin{equation*}
a_{i j}=0 \quad \text { if } \quad i \neq j \tag{2.8}
\end{equation*}
$$

6. An identity matrix, or unit matrix, is a diagonal rotation matrix; that is, all $a_{i j}$ are 1 . It is generally denoted by 1 .
7. A mull matrix, or zero matrix, is one all of whose elements are 0 . It is generally denoted by 0 .
8. A symmetric matrix is one whose elements $a_{i j}$ satisfy the rule

$$
\begin{equation*}
a_{i j}=a_{j i} . \tag{2.9}
\end{equation*}
$$

9. An antisymmetric matrix, or skew-symmetric matrix, is one whose elements $a_{i j}$ satisfy the rule

$$
\begin{equation*}
a_{i j}=-a_{j i} . \tag{2.10}
\end{equation*}
$$

The transpose $\mathbf{B}$ of a matrix $\mathbf{A}$ is a matrix whose elements $b_{i j}$ satisfy the rule

$$
\begin{equation*}
b_{i j}=a_{j i} . \tag{2.11}
\end{equation*}
$$

The transpose of a matrix $A$ is generally denoted by $A^{T}$.
Operations in matrix algebra are given as follows:

1. The sum $\mathbf{C}$ of two matrices $\mathbf{A}$ and $\mathbf{B}$ of equal dimension has elements $c_{i j}$ that satisfy the rule

$$
\begin{equation*}
c_{i j}=a_{i j}+b_{i j} . \tag{2.12}
\end{equation*}
$$

The operation of summing is denoted by

$$
\begin{equation*}
\mathbf{C}=\mathbf{A}+\mathrm{B} \tag{2.13}
\end{equation*}
$$

2. The difference $\mathbf{D}$ of $\mathbf{A}$ and $\mathbf{B}$ is similarly defined and denoted by

$$
\begin{align*}
d_{i j} & =a_{i j}-b_{i j}  \tag{2.14}\\
\mathrm{D} & =\mathrm{A}-\mathbf{B} .
\end{align*}
$$

3. The produc: $\mathbf{P}$ of $\mathbf{A}$ and $\mathbf{B}$ has elements $p_{i k}$ that satisfy the rule

$$
\begin{equation*}
p_{i k}=\sum_{j} a_{i j} b_{j k} . \tag{2.15}
\end{equation*}
$$

Hence the number of columns of $\mathbf{A}$ must equal the number of rows of $\mathbf{B}$. In matrix notation, multiplication is denoted by

$$
\begin{equation*}
\mathrm{P}=\mathrm{AB} . \tag{2.16}
\end{equation*}
$$

Equations (2.1)-(2.3) express a multiplication in which the matrices B and $\mathbf{P}$ are vectors. Matrix multiplication satisfies the associative rule

$$
\begin{equation*}
A(B C)=(A B) C \tag{2.17}
\end{equation*}
$$

but, in general, does not satisfy the commutative ruie

$$
\begin{equation*}
\mathrm{AB} \neq \mathrm{BA}, \tag{2.18}
\end{equation*}
$$

also written

$$
\begin{equation*}
(\mathrm{AB})^{T}=\mathbf{B}^{T^{T} \mathbf{A}^{T^{\prime}}} . \tag{2.19}
\end{equation*}
$$

If the determinant $\left|a_{i j}\right|$ of a square matrix $\mathbf{A}$ is nonzero, then there exists one and only one matrix, which is called the inverse, or reciprocal, matrix of $A$ and is denoted by $\mathrm{A}^{-1}$, for which

$$
\begin{equation*}
\mathrm{AA}^{-1}=\mathrm{A}^{-1} \mathrm{~A}=\mathbf{I} \tag{2.20}
\end{equation*}
$$

The elements of $\mathrm{A}^{-1}$ are given by

$$
\begin{equation*}
a_{j i}^{-1}=\frac{K_{i j}}{\left|a_{i j}\right|}, \tag{2.21}
\end{equation*}
$$

where $K_{i j}$ is the cofactor of the element $a_{i j}$ in the determinant $\left|a_{i j}\right|$, namely, $(-1)^{i+j}$ times the minor obtained from $\left|a_{i j}\right|$ by taking away the $i$ th row and the $j$ th column.

The operations of differentiation and integration of a matrix are applied to each element separately; that is,

$$
\frac{\partial \mathbf{A}}{\partial x}=\left[\begin{array}{cccc}
\partial a_{11} / \partial x & \partial a_{12} / \partial x & \cdots & \partial a_{1 n} / \partial x  \tag{2.22}\\
\partial a_{21} / \partial x & \partial a_{22} / \partial x & \cdots & \partial a_{2 n} / \partial x \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\cdot & & \\
\partial a_{m 12} / \partial x & \partial a_{i i_{2} / 2} / \partial x & \cdots & \partial a_{m n} / \partial x
\end{array}\right]
$$

and similarly for integration.

A Jacobian is a matrix of partial derivatives of the efements of one vector with respeet to those of another and is given by

$$
J=\frac{\partial \mathbf{y}}{\partial \mathbf{x}}=\frac{\partial\left(y_{1}, y_{2}, y_{3}\right)}{\partial\left(x_{1}, x_{2}, x_{3}\right)}=\left[\begin{array}{lll}
\partial y_{1} / \partial x_{1} & \partial y_{1} / \partial x_{2} & \partial y_{1} / \partial x_{3}  \tag{2.23}\\
\partial y_{2} / \partial x_{1} & \partial y_{2} / \partial x_{2} & \partial y_{2} / \partial x_{3} \\
\partial y_{3} / \partial x_{1} & \partial y_{3} / \partial x_{2} & \partial y_{3} / \partial x_{3}
\end{array}\right]
$$

If the elements of $A$ in (2.3) are not functions of the clements of $x$, then $A$ is the Jacobian of $\mathbf{y}$ with respect to $\mathbf{x}$. If the determinant of $\mathbf{A}$ in (2.3) is 1 , then it is a rotation matrix, and (2.3) cxpresses a rotation of coordinate axes.

### 2.3. Orwital Geometry

For reasons that will become apparent in Chapter 3 , it is convenient to refer the position of a satchlite to rectangular coordinates of fixed in an


Figure 2. Órbital ellipse.
ellipse inclined to the equatorial plane, as shown in Figures 2 and 3. Gcodesists are interested in earth-fixed coordinates; we need to connect earthfixed positions to positions referred to this itted ellipse.

Let earth-fixed positions be represented by a rectangular-coordinate system $\mathfrak{u}$, with the $u_{1}$ (or $u$ ) axis toward latitude $0^{\circ}$, longitude $0^{\circ}$; the $u_{2}$
(or $v$ ) axis toward latitude $0^{\circ}$, longitude $90^{\circ} \mathrm{E}$; and the $u_{3}(o r w)$ axis toward latitude $90^{\circ} \mathrm{N}$, the north pole. The connection is through an inertially fixed-coordinate system $\mathbf{x}$, with the $x_{1}$ axis toward the vernal equinox, the point where the sun's orbit intersects the equator; the $x_{2}$ axis $90^{\circ}$ E eastward in the equator; and the $x_{3}$ axis toward the north pole. The angle between the equinox and the Greenwich meridian- $0^{\circ}$ longitude-is known as the Greenwich Sidereal Time.

Hence, for an earth rotating counterclockwise uniformly about an axis fixed with respect to inertial space, the shift from the earth-fixed coordinate


Figure 3. Orbital orientation.
system a to the inertially fixed system $\mathbf{x}$ will be a simple clockwise rotation about the $W$, or $Z$, axis through 0, the Greenwich Sidercal Time. On following the notation of (2.7),

$$
\mathbf{x}=\mathrm{R}_{3}(-\theta) \mathbf{u}=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0  \tag{2.24}\\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right] \mathbf{u} .
$$

Performing the multiplication of (2.24), we have

$$
\begin{align*}
& x=u \cos \theta-v \sin \theta \\
& y=u \sin \theta+v \cos \theta  \tag{2.25}\\
& z=w .
\end{align*}
$$

Using the alternative notation of subscripts to the rotation matrix, denoting the vectors transformed by the rotation, we get

$$
\begin{equation*}
\mathrm{R}_{x u}=\mathrm{R}_{3}(-\theta), \tag{2.26}
\end{equation*}
$$

and inversely,

$$
\begin{equation*}
\mathrm{R}_{u x}=\mathrm{R}_{3}(\theta) . \tag{2.27}
\end{equation*}
$$

For rotation from the $\mathbf{x}$ coordinates to the q coordinates-with $q_{1}$ toward the point of the ellipse closest to the origin (called perigee), $q_{2}$ in the orbital plane (as defined by Figure 2), and $q_{3}$ normal to the orbital plane-we require first a counterclockwise rotation about the $x_{3}$-axis ( 3 -axis) from the vernal equinox to the intersection of the inclined plane with the equator, called the nodes (see Figure 3). This rotation is denoted by

$$
\begin{equation*}
\mathrm{R}_{3}(\mathrm{Q}) \tag{2.28}
\end{equation*}
$$

Next, a counterclockwisc rotation about the 1 -axis, from the equatorial plane to the orbital plane is given by

$$
\begin{equation*}
\mathrm{R}_{1}(i) \mathrm{R}_{3}(\Omega) . \tag{2.29}
\end{equation*}
$$

And finally a counterclockwise rotation about the 3 -axis from the node to perigee is given by

$$
\begin{equation*}
\mathbf{R}_{q x}=\mathbf{R}_{3}(\omega) \mathbf{R}_{1}(i) \mathrm{R}_{3}(\Omega) \tag{2.30}
\end{equation*}
$$

$\Omega, i$, and $\omega$ are identical with the Euler angles relating the $q$ and $\mathbf{x}$ coordinate axes. Conversely, we have

$$
\begin{equation*}
\mathbf{R}_{x q}=\mathbf{R}_{3}(-\Omega) \mathbf{R}_{1}(-i) \mathbf{R}_{3}(-\omega) . \tag{2.31}
\end{equation*}
$$

Applying (2.6) and multiplying the matrices together, we get

$$
\mathbf{R}_{x q}=\left[\begin{array}{ccc}
\cos \Omega \cos \omega-\sin \Omega \cos i \sin \omega, & -\cos \Omega \sin \omega-\sin \Omega \cos i \cos \omega, & \sin \Omega \sin i  \tag{2.32}\\
\sin \Omega \cos \omega+\cos \Omega \cos i \sin \omega, & -\sin \Omega \sin \omega+\cos \Omega \cos i \cos \omega, & -\cos \Omega \sin i \\
\sin i \sin \omega, & \sin i \cos \omega, & \cos i
\end{array}\right]
$$

which is required for use in Section 3.2. An alternative notation often used is $P, Q, W$ for the unit vectors along the $\mathbf{q}$ axes referred to the $\mathbf{x}$ axes:

$$
\begin{equation*}
\mathbf{R}_{x q}=\{P, Q, W\} . \tag{2.33}
\end{equation*}
$$
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## SATELLITE ORBIT DYNAMICS

### 3.1. Elliptic Motion

Led us assume that we have a particte of negligibe mass altracted by another point mass $M$ in accordance with liguation (1.2). Let us assume further that the origin of coordinates is at the mass $A$. Equation ( 1.2 ) for the acedemtion of the particle can then be expressed in vectorial lorm, using $\mu$ for $k M$, as

$$
\begin{equation*}
\ddot{\mathrm{r}}=-k M r / r^{3}=-\mu \mathrm{r} / r^{3} . \tag{3.1}
\end{equation*}
$$

The acceleration vector $\dot{r}$ is therefore colinear with the position vector $r$. If we define the equatorial plane as the plane determined by the position vector and the velocity vector $\dot{r}$, the particle will never depart from the equatorial plane because there is no component of acceleration out of the plane. Hence, in converting from rectangular to spherical coordinates by Equation (1.9), we can set equal to zero the latitude $\phi$ and its derivatives with respect to time $\dot{\phi}$ and $\ddot{\phi}$. Differentiating Equation (1.9) twice with respect to time, we obtain Equations (3.1) in polar coordinates,

$$
\begin{aligned}
& x=r \cos \lambda \\
& y=r \sin \lambda \\
& \dot{x}=\dot{r} \cos \lambda-r \dot{\lambda} \sin \lambda, \\
& \dot{y}=\dot{r} \sin \lambda+r \dot{\lambda} \cos \lambda, \\
& \ddot{x}=\ddot{r} \cos \lambda-2 \dot{r} \dot{\lambda} \sin \lambda-r \ddot{\lambda} \sin \lambda-r(\dot{\lambda})^{2} \cos \lambda=-\mu \cos \lambda / r^{2}, \\
& \ddot{y}=\ddot{r} \sin \lambda+2 \dot{r} \dot{\lambda} \cos \lambda+r \ddot{\lambda} \cos \lambda-r(\dot{\lambda})^{2} \sin \lambda=-\mu \sin \lambda / r^{2} .
\end{aligned}
$$

The point from which the longitude $\lambda$ is measured is arbitrary, so we can
also set $\lambda=$ zero, but not $\dot{\lambda}$ or $\ddot{\lambda}$. The equations of motion thus become

$$
\begin{align*}
& \ddot{r}-r(\dot{\lambda})^{2}=-\mu / r^{2}  \tag{3.2}\\
& r \ddot{\lambda}+2 \dot{r} \dot{\lambda}=0 \tag{3.3}
\end{align*}
$$

If we multiply (3.3) by $r$, it is evident that the equation is immediately integrable to

$$
\begin{equation*}
r^{2} \dot{\lambda}=h \tag{3.4}
\end{equation*}
$$

where $h$ is constant. Equation (3.4) states that angular momentum, $r^{2} \lambda$, is conserved. We integrate (3.2), replacing $1 / v$ by $u$. Then

$$
\frac{d u}{d r}=-\frac{1}{r^{2}} .
$$

From (3.4),

$$
\frac{d l}{d \lambda}=\frac{r^{2}}{h}
$$

whence

$$
\frac{d n}{d \lambda}=\frac{d n}{d r} \cdot \frac{d r}{d t} \cdot \frac{d l}{d \lambda}=-\frac{1}{r^{2}} \cdot \frac{r^{2}}{h}=-\frac{i}{h}
$$

Also

$$
\frac{d^{2} u}{d \lambda^{2}}=\frac{d}{d t}\left(-\frac{\dot{r}}{h}\right) \frac{d t}{d \lambda}=-\frac{\ddot{r}}{h} \frac{r^{2}}{h}=-\frac{\ddot{r}}{u^{2} h^{2}}
$$

or

$$
\begin{equation*}
\ddot{r}=-h^{2} u^{2} \frac{d^{2} u}{d \lambda^{2}} \tag{3.5}
\end{equation*}
$$

Substituting from (3.4) for $\dot{\lambda}$, and from (3.5) for $i$ in (3.2), and replacing $r$ by $1 / u$ everywhere, we get

$$
\begin{equation*}
\frac{d^{2} u}{d \lambda^{2}}+u=\frac{\mu}{h^{2}} \tag{3.6}
\end{equation*}
$$

Equation (3.6) is readily integrated as

$$
\begin{equation*}
\frac{1}{r}=u=A \cos \left(\lambda-\lambda_{0}\right)+\frac{\mu}{h^{2}} . \tag{3.7}
\end{equation*}
$$

If in the equation for an ellipse (see Figure 2), with origin at the center,

$$
\begin{equation*}
\frac{\xi^{2}}{a^{2}}+\frac{\eta^{2}}{b^{2}}=1 \tag{3.8}
\end{equation*}
$$

we substitute $a e+r \cos f$ for $\xi, r \sin f$ for $\eta$, and $a^{2}\left(1-c^{2}\right)$ for $b^{2}$, and solve the resulting quadratic equation for $r$, we get for the positive root

$$
r=\frac{a\left(1-e^{2}\right)}{(1+e \cos f)}
$$

or

$$
\begin{equation*}
\frac{1}{r}=\frac{1}{a\left(1-e^{2}\right)}+\frac{e}{a\left(1-e^{2}\right)} \cos f . \tag{3.9}
\end{equation*}
$$

Comparing (3.7) and (3.9), we see that (3.7) is the equation of an ellipse with origin at the focus and that

$$
\begin{align*}
& \lambda-\lambda_{0}=f,  \tag{3.10}\\
& \Lambda=\frac{e}{a\left(1-e^{2}\right)},  \tag{3.11}\\
& h=\sqrt{\mu u\left(1-e^{2}\right)} . \tag{3.12}
\end{align*}
$$

The size of the orbit of the particle can thus be expressed by the semimajor axis $a$ of the ellipse; the shape, by the ecentricity $e$; and the location of the particle in the ellipse by $f$, called the tue anomaly. Position in the orbital plane can also be expressed by the $q$-coordinate system, described in Section 2.3 and shown in Figure 2. In order to specify completely the location of the particle, we need the three Euler angles shown in Figure 3 and described as rotations in (2.28)-(2.30): the longitude of the node $\Omega$, the inclination $i$, and the argument of parigee $\omega$.

Another way of locating the particle in the cllipse, which is sometimes more convenient, is the eceentric anomaly $E$. The ececntric anomaly, as shown in Figure 2, is the angle subtended at the center of a circle of radius a tangent to the ellipse by the point on the circle whose $\xi$ coordinate is the same as that of the point on the ellipse. From Figure 2 we get

$$
\begin{equation*}
q_{1}=\xi-a e=a(\cos E-e) . \tag{3.13}
\end{equation*}
$$

Using (3.8), we then obtain

$$
\begin{align*}
q_{2} & =\eta=a \sqrt{1-2^{2}} \sin E,  \tag{3.14}\\
r & =\sqrt{q_{1}^{2}+q_{2}^{2}}=a(1-e \cos E) . \tag{3.15}
\end{align*}
$$

For the rate of motion of the particle in its orbit, we can use (3.4), changing $\dot{\lambda}$ to $f$. Equation (3.4) is more readily integrated if the true anomaly is replaced by the eccentric anomaly. Differentiating (3.9) with respect to $f$,
we get

$$
\frac{d r}{d f}=-\frac{r^{2} d(1 / r)}{d f}=\frac{r^{2} e}{a\left(1-e^{2}\right)} \sin f .
$$

If we substitute $q_{2}$ for $r \sin f$ from Figure 2,

$$
\begin{equation*}
d r=\frac{r e q_{2}}{a\left(1-e^{2}\right)} d f . \tag{3.16}
\end{equation*}
$$

From differentiating (3.15) and (3.14), we obtain

$$
\begin{equation*}
d r=\frac{e}{\sqrt{1-e^{2}}} q_{2} d E \tag{3.17}
\end{equation*}
$$

On using (3.16) and (3.17) to climinate df, (3.15) for $r$, and (3.12) for $h$, (3.4) becomes

$$
\begin{equation*}
a^{2} \sqrt{1-e^{2}}(1-e \cos E) d E=\sqrt{\mu a\left(1-e^{2}\right)} d t \tag{3.18}
\end{equation*}
$$

Equation (3.18) integratcs to

$$
\begin{equation*}
E-e \sin E=M, \tag{3.19}
\end{equation*}
$$

where

$$
M=n\left(t-t_{0}\right)
$$

and

$$
\begin{equation*}
n=\mu^{1 / 2} c^{-3 / 2} . \tag{3.20}
\end{equation*}
$$

The time $t_{0}$ is the time of passing perigee. The quantity $M$ is known as the mean anomaly, and tie quantity $n$ as the mean motion. Equation (3.19) is known as Kepler's equation and (3.20) as Kepler's third law.

The anguiar momentum per unit mass $\dot{n}$, whose magnitude is given by (3.4) or (3.12), can also be expressed as the vector cross product of the position and velocity,

$$
\mathrm{h}=\mathrm{x} \times \dot{\mathrm{x}} .
$$

On using the rotation matrix $\mathbf{R}_{x q}$ defined by (2.32), the inertial rectangular coordinates can be expressed in terms of the Keplerian elements,

$$
\begin{align*}
& \mathbf{x}=\mathbf{R}_{x q}\{\Omega, i, \omega\} \mathbf{q}\{a, e, M\},  \tag{3.22}\\
& \dot{\mathbf{x}}=\mathbf{R}_{x q}\{\Omega, i, \omega\} \dot{\mathbf{d}}\{a, e, M\},
\end{align*}
$$

where, from (3.13), (3.14) and Figure 2,

$$
\mathfrak{q}=\left[\begin{array}{c}
a(\cos E-e)  \tag{3.23}\\
a \sqrt{1-e^{2}} \sin E \\
0
\end{array}\right]=\left[\begin{array}{c}
r \cos f \\
r \sin f \\
0
\end{array}\right] ;
$$

and from (3.13)-(3.18),

$$
\dot{\mathbf{a}}=\left[\begin{array}{c}
-\sin E  \tag{3.24}\\
\sqrt{1-e^{2}} \cos E \\
0
\end{array}\right] \frac{n a}{1-e \cos E}=\left[\begin{array}{c}
-\sin f \\
e+\cos f \\
0
\end{array}\right] \frac{n a}{\sqrt{1-e^{2}}} .
$$

For the velocity $v$, using (3.9) with (3.20) and (3.24), we have

$$
\begin{aligned}
v^{2} & =\dot{q}_{1}^{2}+\dot{q}_{2}^{2} \\
& =\frac{n^{2} a^{2}}{\left(1-e^{2}\right)}\left(\sin ^{2} f+c^{2}+2 e \cos f+\cos ^{2} f\right) \\
& =\frac{\mu}{a\left(1-e^{2}\right)}\left[(2+2 e \cos f)-\left(1-e^{2}\right)\right] \\
& =\mu\left(\frac{2}{r}-\frac{1}{a}\right) .
\end{aligned}
$$

Then for the total energy per unit mass, following the sign convention of physics, we have

$$
\begin{equation*}
T-V=\frac{v^{2}}{2}-\frac{\mu}{r}=-\frac{\mu}{2 a} . \tag{3.25}
\end{equation*}
$$

In order to perform the reverse of (3.22), that is, to go from rectangular components to Keplerian elements, the fact that the angular momentum vector $\mathbf{h}$ of (3.21) is normal to the orbital plane can be used to determine the longitude of the node $\Omega$ and the inclination $i$. Referring to Figure 3, we see that

$$
\begin{aligned}
\Omega & =\tan ^{-1}\left[h_{1} /\left(-h_{2}\right)\right] \\
i & =\tan ^{-1}\left[\left(h_{1}^{2}+h_{2}^{2}\right)^{1 / 2} / h_{3}\right]
\end{aligned}
$$

where $h_{1}, h_{2}, h_{3}$ are the components of $h$. Then in the orbital plane let

$$
\mathbf{p}=\mathbf{R}_{1}(i) \mathbf{R}_{3}(\Omega) \mathbf{x},
$$

whence

$$
\omega+f=\tan ^{-1}\left(p_{2} / p_{1}\right)
$$

From (3.4), we have

$$
\dot{i}=\left[r^{2}-l^{2} / l^{2}\right]^{1 / 2} ;
$$

from (3.25),

$$
a=r \mu\left(2 \mu-\mu^{2}\right) ;
$$

from (3.12),

$$
e=\left(1-h^{2} / \mu a\right)^{1 / 2} .
$$

Then from (3.15), (3.17), and (3.18), we have

$$
\begin{aligned}
& \cos E=(a-r) /(a c), \\
& \sin E=r / c(\mu c)^{1 / 2},
\end{aligned}
$$

and finally from (3.23),

$$
f=\tan ^{-1}\left[\sqrt{1-e^{2}} \sin E /(\cos E-e)\right] .
$$

### 3.2. Perturbed Equations of Motion

The foregoing developments apply solely to motion in a purely eentral field, but our interest in satellite geodesy is mainly due to the faet that the earth's gravitational field is noncentral; that is, Equation (3.1) should be replaced by

$$
\ddot{\mathrm{r}}=\nabla V,
$$

where $V$ has a noncentral form sueh as (1.31) or (1.38). However, even for this noneentral field the Keplerian ellipse and its orientation ean be regarded as a coordinate system, alternative to reetangular or polar coordinates, analogous to the use of geodetie latitude and longitude and altitude for position in an earth-fixed system. At any instant the situation of a satellite in earth-eentered, inertially fixed coordinates ean be deseribed by the reetangular eomponents of position $\{x, y, z\}$ and veloeity $\{\dot{x}, \dot{y}, \dot{z}\}$. In place of these six numbers the six numbers of the Keplerian ellipse $\{a, e, i, M, \omega, \Omega\}$ may be used. The relationship between the two systems can be expressed by the rotation from a eoordinate system in the orbital plane referred to perigee to the inertially fixed system, as given by (3.22).

The Keplerian ellipse $\{a, e, i, M, \omega, \Omega\}$ eorresponding to the pasition $r$ and velocity $\dot{r}$ of a partiele at a particular time is known as the instantaneous,
or osculating, orbit. If the potential field $V$ differs from a central field, this ellipse will be continually changing. However, if the field differs very slightly from a central field-as is the case for the earth-we should expect that the parameters of the ellipse would change slowly, and hence that the ellipse would constitute a coordinate system convenient for representing the position and velocity of the particle. The problem is to convert the equations of motion from rectangular coordinates to Keplerian ellipse coordinates, or elements, as they are more conventionally called. First we convert from vectorial to subscript notation, and second we change the equations of motion from three second-order equations to six first-order equations by treating the velocity components as variables the same as the position components. Accordingly,

$$
\begin{align*}
& \frac{d}{d t} x_{i}=\dot{x}_{i}, \\
& \frac{d}{d t} \dot{x}_{i}=\frac{\partial V}{\partial x_{i}}, \quad i=1,3  \tag{3.26}\\
& \hline
\end{align*}
$$

where $x_{i}, \dot{x}_{i}$ denote inertially fixed rectangular components of position and velocity, respectively. The rates of change $d x_{i} / d t$ and $d \dot{x}_{i} / d t$ in (3.26) can be expressed as functions of the rates of change $d s_{k} / d t$ of the six Keplerian elements, where $s_{k}$ represents any of $a, e, i, M, \omega$, or $\Omega$. Thus

$$
\begin{array}{ll}
\sum_{k=1}^{6} \frac{\partial x_{i}}{\partial s_{k}} \cdot \frac{d s_{k}}{d t}=\frac{\partial x_{i}}{\partial s_{k}} \cdot \frac{d s_{k}}{d t}=\dot{x}_{i}, & i=1,2,3 \\
\sum_{k=1}^{6} \frac{\partial \dot{x}_{i}}{\partial s_{k}} \cdot \frac{d s_{k}}{d t}=\frac{\partial \dot{x}_{i}}{\partial s_{k}} \cdot \frac{d s_{k}}{d t}=\frac{\partial V}{\partial x_{i}}, \quad i=1,2,3 \tag{3.28}
\end{array}
$$

where $\partial x_{i} / \partial s_{k}$ is obtained by differentiating (3.22) and (3.23) and $\partial \dot{x}_{i} / \partial s_{k}$ by differentiating (3.22) and (3.24). In the central formulas of (3.27) and (3.28) we have followed the convention that summation takes place over subscripts repeated in a product. The summation symbol will be omitted hereafter. In order to complete the conversion, for each element $s_{l}$ in turn: (1) multiply (3.27) by $-\partial \dot{x}_{i} / \partial s_{i}$, (2) multiply (3.28) by $\partial x_{i} / \partial s_{l}$, and (3) add the resulting equations together. Thus

$$
\begin{equation*}
-\frac{\partial \dot{x}_{i}}{\partial s_{l}} \cdot \frac{\partial x_{i}}{\partial s_{k}} \cdot \frac{d s_{k}}{d t}+\frac{\partial x_{i}}{\partial s_{l}} \cdot \frac{\partial \dot{x}_{i}}{\partial s_{k}} \cdot \frac{d s_{k}}{d t}=-\frac{\partial \dot{x}_{i}}{\partial s_{l}} \dot{x}_{i}+\frac{\partial x_{i}}{\partial s_{l}} \cdot \frac{\partial V}{\partial x_{i}} \tag{3.29}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[s_{l}, s_{k}\right] \frac{d s_{k}}{d t}=\frac{\partial F}{\partial s_{l}} \tag{3.30}
\end{equation*}
$$

if we sum over $k$. Here

$$
\begin{equation*}
\left[s_{l}, s_{k}\right]=\frac{\partial x_{i}}{\partial s_{l}} \cdot \frac{\partial \dot{x}_{i}}{\partial s_{k}}-\frac{\partial \dot{x}_{i}}{\partial s_{l}} \cdot \frac{\partial x_{i}}{\partial s_{k}}, \tag{3.31}
\end{equation*}
$$

whieh is known as Lagrange's braekets, and

$$
\begin{equation*}
F=V-T . \tag{3.32}
\end{equation*}
$$

$F$ is known as the foree funetion; it is the negative of the total energy as used in physies. $V$ is the negative of the potential energy, and $T$ is the kinetie energy. Thus, summing over $i$,

$$
\begin{equation*}
T=\frac{1}{2} \dot{x}_{i} \dot{x}_{i} . \tag{3.33}
\end{equation*}
$$

The foregoing treatment was essentially first earried out by Lagrange. In celestial meehanics this treatment is eustomarily applied to the expression of the $x_{i}, \dot{x}_{i}$ in terms of the time $t$ and the set of Keplerian elements at another time $t_{0}$ ealled the epoeh. In this situation the kinetie energy $T$ and the eentral term $\mu / r$ of $V$ do not appear on the right. There are now two prineipal problems: (1) the formulation of the Lagrangian braekets $\left[s_{l}, s_{k}\right]$, and (2) the transformation of the potential $V$ from reetangular or polar eoordinates, sueh as (1.31), to Keplerian elements.

The form of (3.31) indieates that $\left[s_{l}, s_{k}\right]$ is the negative of $\left[s_{k}, s_{l}\right]$ and that $\left[s_{k}, s_{k}\right]$ vanishes, so there are fifteen different Lagrangian braekets to be determined by differentiating (322). A property of the Lagrangian braekets that faeilitates their evaluation is their time invarianee. Thus,

$$
\begin{align*}
\frac{\partial}{\partial t}\left[s_{l}, s_{k}\right] & =\frac{\partial^{2} x_{i}}{\partial s_{l} \partial t} \cdot \frac{\partial \dot{x}_{i}}{\partial s_{k}}+\frac{\partial x_{i}}{\partial s_{l}} \cdot \frac{\partial^{2} \dot{x}_{i}}{\partial s_{l} \partial t}-\frac{\partial^{2} \dot{x}_{i}}{\partial s_{l} \partial t} \cdot \frac{\partial x_{i}}{\partial s_{k}}-\frac{\partial \dot{x}_{i}}{\partial s_{l}} \cdot \frac{\partial^{2} x_{i}}{\partial s_{k} \partial t} \\
& =\frac{\partial}{\partial s_{l}}\left[\frac{\partial x_{i}}{\partial t} \cdot \frac{\partial \dot{x}_{i}}{\partial s_{k}}-\frac{\partial x_{i}}{\partial s_{k}} \cdot \frac{\partial \dot{x}_{i}}{\partial t}\right]-\frac{\partial}{\partial s_{k}}\left[\frac{\partial x_{i}}{\partial t} \cdot \frac{\partial \dot{x}_{i}}{\partial s_{l}}-\frac{\partial x_{i}}{\partial s_{l}} \cdot \frac{\partial \dot{x}_{i}}{\partial t}\right] \\
& =\frac{\partial}{\partial s_{l}}\left[\dot{x}_{i} \frac{\partial \dot{x}_{i}}{\partial s_{k}}-\frac{\partial x_{i}}{\partial s_{k}} \ddot{x}_{i}\right]-\frac{\partial}{\partial s_{k}}\left[\dot{x}_{i} \frac{\partial \dot{x}_{i}}{\partial s_{l}}-\frac{\partial x_{i}}{\partial s_{l}} \ddot{x}_{i}\right] \\
& =\frac{\partial}{\partial s_{l}}\left[\frac{1}{2} \frac{\partial\left(v^{2}\right)}{\partial s_{k}}-\frac{\partial x_{i}}{\partial s_{k}} \cdot \frac{\partial(\mu / r)}{\partial x_{i}}\right]-\frac{\partial}{\partial s_{k}}\left[\frac{1}{2} \frac{\partial\left(v^{2}\right)}{\partial s_{l}}-\frac{\partial x_{i}}{\partial s_{l}} \cdot \frac{\partial(\mu / r)}{\partial x_{i}}\right] \\
& =\frac{1}{2} \frac{\partial^{2}\left(v^{2}\right)}{\partial s_{l} \partial s_{k}}-\frac{\partial^{2}(\mu / r)}{\partial s_{l} \partial s_{l}}-\frac{1}{2} \frac{\partial^{2}\left(v^{2}\right)}{\partial s_{l} \partial s_{k}}+\frac{\partial^{2}(\mu / r)}{\partial s_{l} \partial s_{k}}=0 . \tag{3.34}
\end{align*}
$$

Henee the q and $\dot{\mathrm{q}}$ that appear in the expression (3.22) for' $\mathbf{x}$ and $\dot{\mathbf{x}}$, and their derivatives, ean be evaluated at a eonvenient point, sueh as perigee,
where $E$ is zero. Evaluating $q$ and $\dot{q}$ at perigee, we get from (3.22)-(3.24) in (3.31)
(a) $\left[s_{l}, s_{k}\right]=\left(\frac{\partial r_{i 1}}{\partial s_{l}} \cdot \frac{\partial r_{i 2}}{\partial s_{k}}-\frac{\partial r_{i 2}}{\partial s_{l}} \cdot \frac{\partial r_{i 1}}{\partial s_{l}}\right) n a^{2} \sqrt{1-e^{2}}$

$$
\text { if } s_{l}=\Omega, i \text {, or } \omega \quad \text { and } \quad \text { if } s_{l c}=\Omega, i \text {, or } \omega
$$

(b) $\left[s_{l}, s_{k}\right]=a(1-e) \frac{\partial r_{i 1}}{\partial s_{l}}\left(r_{i 1} \frac{\partial \dot{q}_{1}}{\partial s_{k}}+r_{i 2} \frac{\partial \dot{q}_{2}}{\partial s_{k}}\right)$

$$
\begin{array}{r}
-\frac{\sqrt{1-e^{2}} n a}{1-e} \cdot \frac{\partial r_{i 2}}{\partial s_{l}}\left(r_{i 1} \frac{\partial q_{1}}{\partial s_{k}}+r_{i 2} \frac{\partial q_{2}}{\partial s_{l k}}\right)  \tag{3.35}\\
\text { if } s_{i}=\Omega, i \text { or } \omega \quad \text { and } \quad s_{k}=a, e, M ;
\end{array}
$$

(c) $\left[s_{l}, s_{l c}\right]=r_{i 1} r_{i 1}\left(\frac{\partial q_{1}}{\partial s_{l}} \frac{\partial \dot{q}_{1}}{\partial s_{l c}}-\frac{\partial q_{1}}{\partial s_{k}} \frac{\partial \dot{q}_{1}}{\partial s_{l}}\right)+r_{i 1} r_{i 2}\left(\frac{\partial q_{1}}{\partial s_{l}} \frac{\partial \dot{q}_{2}}{\partial s_{k}}-\frac{\partial q_{1}}{\partial s_{k}} \frac{\partial \dot{q}_{2}}{\partial s_{l}}\right)$

$$
\begin{aligned}
& +r_{i 2} r_{i 1}\left(\frac{\partial q_{2}}{\partial s_{l}} \frac{\partial \dot{q}_{1}}{\partial s_{k}}-\frac{\partial q_{2}}{\partial s_{k}} \frac{\partial \dot{q}_{1}}{\partial s_{l}}\right)+r_{i 2} r_{i 2}\left(\frac{\partial q_{2}}{\partial s_{l}} \frac{\partial \dot{q}_{2}}{\partial s_{k}}-\frac{\partial q_{2}}{\partial s_{k}} \frac{\partial \dot{q}_{2}}{\partial s_{l}}\right) \\
& \text { if } s_{l}=a, e \text {, or } M \quad \text { and } \quad \dot{s}_{k}=a, e, \text { or } M .
\end{aligned}
$$

In (3.35), $r_{11}$ and $r_{19}$ are elements of $\mathrm{R}_{x q}$; sec (2.32). We have, for example, for $[\Omega, i]$ from (a) of (3.35) and (2.32),

$$
\begin{align*}
{[\Omega, i]=} & \left(\frac{\partial r_{i 1}}{\partial \Omega} \cdot \frac{\partial r_{i 2}}{\partial i}-\frac{\partial r_{i 2}}{\partial \Omega} \cdot \frac{\partial r_{i 1}}{\partial i}\right) n a^{2} \sqrt{1-e^{2}} \\
= & {[(-\sin \Omega \cos (1-\cos \Omega \cos i \sin \omega) \sin \Omega \sin i \cos \omega} \\
& -(\cos \Omega \cos \omega-\sin \Omega \cos i \sin \omega) \cos \Omega \sin i \cos \omega \\
& -(\sin \Omega \sin \omega-\cos \Omega \cos i \cos \omega) \sin \Omega \sin i \sin \omega \\
& -(\cos \Omega \sin \omega+\sin \Omega \cos i \cos \omega) \cos \Omega \sin i \sin \omega] n a^{2} \sqrt{1-e^{2}} \\
= & -n a^{2} \sqrt{1-e^{2}} \sin i . \tag{3.36}
\end{align*}
$$

The complete set of nonzero results is

$$
\begin{align*}
{[\Omega, i] } & =-[i, \Omega]=-n a^{2}\left(1-e^{2}\right)^{1 / 2} \sin i \\
{[\Omega, a] } & =-[a, \Omega]=\left(1-e^{2}\right)^{1 / 2} \cos i n a / 2 \\
{[\Omega, e] } & =-[e, \Omega]=-n a^{2} e \cos i /\left(1-e^{2}\right)^{1 / 2}  \tag{3.37}\\
{[\omega, a] } & =-[a, \omega]=\left(1-e^{2}\right)^{1 / 2} n a / 2 \\
{[\omega, e] } & =-[e, \omega]=-n a^{2} e /\left(1-e^{2}\right)^{1 / 2} \\
{[a, M] } & =-[M, a]=-n a / 2
\end{align*}
$$

The substitution of expressions (3.37) in (3.30) and the solution of the six simultaneous equations for the $d s_{k} / d t$ yicld

$$
\begin{align*}
\frac{d a}{d t} & =\frac{2}{n a} \frac{\partial F}{\partial M}, \\
\frac{d e}{d t} & =\frac{1-e^{2}}{n a^{2} e} \frac{\partial F}{\partial M}-\frac{\left(1-e^{2}\right)^{1 / 2}}{n a^{2} e} \cdot \frac{\partial F}{\partial \omega}, \\
\frac{d \omega}{d t} & =-\frac{\cos i}{n a^{2}\left(1-e^{2}\right)^{1 / 2} \sin i} \frac{\partial F}{\partial i}+\frac{(1-e)^{1 / 2}}{n a^{2} e} \cdot \frac{\partial F}{\partial e}, \\
\frac{d i}{d t} & =\frac{\cos i}{n a^{2}\left(1-e^{2}\right)^{1 / 2} \sin i} \frac{\partial F}{\partial \omega}-\frac{1}{n a^{2}\left(1-e^{2}\right)^{1 / 2} \sin i} \frac{\partial F}{\partial \Omega},  \tag{3.38}\\
\frac{d \Omega}{d t} & =\frac{1}{n a^{2}(1-e)^{1 / 2} \sin i} \frac{\partial F}{\partial i}, \\
\frac{d M}{d t} & =-\frac{1-e^{2}}{n a^{2} e} \frac{\partial F}{\partial e}-\frac{2}{n a} \frac{\partial F}{\partial a} .
\end{align*}
$$

It is customary to express the force function as

$$
\begin{align*}
F & =\frac{\mu}{r}+R-T \\
& =\frac{\mu}{2 a}+R, \tag{3.39}
\end{align*}
$$

from (3.25). The function $R$, comprising all terms of $V$ except the central term, is known as the disturbing function. Hence in all equations of (3.38) $F$ can be replaced by $R$ except in the last, which becomes, using (3.20),

$$
\begin{equation*}
\frac{d M}{d t}=n-\frac{1-e^{2}}{n a^{2} e} \cdot \frac{\partial R}{\partial e}-\frac{2}{n a} \cdot \frac{\partial R}{\partial a} . \tag{3.40}
\end{equation*}
$$

The symmetries and similarities of the brackets in (3.37) suggest that further simplifications may be made by change of variables from Keplerian. Let us try to find a set $L, G, H$ such that

$$
\begin{array}{lll}
{[M, L]=1,} & {[M, G]=0,} & {[M, H]=0,} \\
{[w, L]=0,} & {[\omega, G]=1,} & {[\omega, H]=\dot{0}}  \tag{3.41}\\
{[\Omega, L]=0,} & {[\Omega, G]=0,} & {[\Omega, H]=1 .}
\end{array}
$$

The only nonzero bracket in (3.37) involving the inclination $i$ is the first. Fronl (3.31) we must have

$$
\begin{equation*}
[\Omega, H] \frac{\partial H}{\partial i}=[\Omega, i]=-n a^{2}\left(1-e^{2}\right)^{1 / 2} \sin i, \tag{3.42}
\end{equation*}
$$

whence

$$
\begin{equation*}
H=n a^{2}\left(1-e^{2}\right)^{1 / 2} \cos i \tag{3.43}
\end{equation*}
$$

As a check, we find (remembering $/ /$ is $\mu^{1 / 2} l^{-3 / 2}$ )

$$
\begin{equation*}
[\Omega, H] \frac{\partial H}{\partial e}=[\Omega, e], \quad[\Omega, H] \frac{\partial H}{\partial a}=[\Omega, a] . \tag{3.44}
\end{equation*}
$$

Similarly from $[\omega, G] \partial G / \partial e$ and $[M, L] \partial L / \partial a$, we have

$$
\begin{equation*}
G=m a^{2}\left(1-e^{2}\right)^{1 / 2} \tag{3.45}
\end{equation*}
$$

and

$$
\begin{equation*}
L=m u^{i}=\mu^{1 / 2 c^{1 / 2}} . \tag{3.46}
\end{equation*}
$$

We thus obtain (3.47), the somewhat simpler Delanay equations,

$$
\begin{array}{lll}
\frac{d L}{d t}=\frac{\partial F}{\partial M}, & \frac{d M}{d t}=-\frac{\partial F}{\partial L}, \\
\frac{d G}{d t}=\frac{\partial F}{\partial \omega}, & \frac{d \omega}{d t}=-\frac{\partial F}{\partial G},  \tag{3.47}\\
\frac{d H}{d t}=\frac{\partial F}{\partial \Omega}, & \frac{d \Omega}{d t}=-\frac{\partial F}{\partial U} .
\end{array}
$$

In using Delaunay variables the notation $M, \omega, \Omega 2$ is usually replaced by the notation $l, g, h$ [not to be confused with the $h$ defined by (3.4) and (3.12)].

### 3.3. Conversion of Spherical Harmonic Disturbing Function

In order to convert the spherical farmonic potential (1.31) to Keplerian elements, we require some trigonometric identities, such as

$$
\begin{align*}
\cos m x & =\operatorname{Re} \exp (m j x)=\operatorname{Re}(\cos x+j \sin x)^{m} \\
& =\operatorname{Re} \sum_{s=0}^{m}\binom{m}{s} j^{s} \cos ^{m-s} x \sin ^{s} x, \tag{3.48}
\end{align*}
$$

where Re denotes the real part, $j$ is $\sqrt{-1}$, and $\binom{m}{s}$ is the binomial coefficient:

$$
\begin{align*}
& \binom{m}{s}=\frac{m!}{s!(m-s)!},  \tag{3.49}\\
& \sin m x=\operatorname{Re}[-j \exp (m j x)]=\operatorname{Re}\left[-j(\cos x+j \sin x)^{m}\right] \\
& =\operatorname{Re} \sum_{s=0}^{m}\binom{m}{s} j^{s-1} \cos ^{m-s} x \sin ^{s} x,  \tag{3.50}\\
& \sin ^{a} x \cos ^{i} x=\left[-\frac{j}{2}\left(e^{j \omega}-e^{-j \omega}\right)\right]^{a}\left[\frac{1}{2}\left(e^{j, x}+e^{-j x}\right)\right]^{0} \\
& =\frac{(-1)^{u} j a}{2^{a}} \sum_{c=0}^{n}\binom{a}{c} e^{(a-c) j x}(-1)^{a} e^{-c j x} \cdot \frac{1}{2^{b}} \sum_{d-0}^{b}\binom{b}{d} \cdot e^{(b-d) j x} e^{-d j x} \\
& =\frac{(-1)^{a} j^{a}}{2^{a+b}} \sum_{b=0}^{n} \sum_{d=0}^{b}\binom{a}{c}\binom{b}{d} e^{(a+b-2 c-2()) x^{x}(-1)^{c}} \\
& =\frac{(-1)^{j^{n}} j^{a}}{2^{a}-b^{n}} \sum_{i=1}^{n} \sum_{i=0}^{b}\binom{a}{c}\binom{b}{d}(-1)^{a} \\
& \times[\cos (a+b-2 c-2 d) . x \\
& +j \sin (a+b-2 c-2 d) \times] \text {, }  \tag{3.51}\\
& \cos a \cos b=\frac{1}{2} \cos (a+b)+\frac{1}{2} \cos (a-b), \\
& \sin a \sin b=-\frac{1}{2} \cos (a+b)+\frac{1}{2} \cos (a-b),  \tag{3.52}\\
& \sin a \cos b=\frac{1}{2} \sin (a+b)+\frac{1}{2} \sin (a-b), \\
& \cos a \sin b=\frac{1}{2} \sin (a+b)-\frac{1}{2} \sin (a-b) .
\end{align*}
$$

Let a particular term of (1.31) be

$$
\begin{equation*}
V_{l m}=\frac{\mu a_{c}^{l}}{r^{l+1}} P_{l m}(\sin \phi)\left(C_{l m} \cos m \lambda+S_{l m} \sin m \ddot{\lambda}\right) \tag{3.53}
\end{equation*}
$$

We have made the $C_{l m}, S_{l m}$ nondimensional by applying the factor $\mu a_{c}^{l}$, where $a_{e}$ is the equatorial radius of the earth. We then substitute $[m(\alpha-\Omega)+m(\Omega-\theta)]$ for $m \lambda$, where $\alpha$ is right ascension and $\theta$ is Greenwich Sidereal Time:

$$
\begin{align*}
\cos m \lambda & =\cos m(\alpha-\Omega) \cos m(\Omega-0)-\sin m(\alpha-\Omega) \sin m(\Omega-0), \\
\sin m \lambda & =\sin m(\alpha-\Omega) \cos m(\Omega-0)+\cos m(\alpha-\Omega) \sin m(\Omega-0) . \tag{3.54}
\end{align*}
$$

In the spherical triangle formed by the orbit, the equator, and the satellite meridian (see Figure 4) we have

$$
\begin{gathered}
\cos (\omega+f)=\cos (\alpha-\Omega) \cos \phi+\sin (\alpha-\Omega) \sin \phi \cos \pi / 2, \\
\cos \phi=\cos (\omega+f) \cos (\alpha-\Omega)+\sin (\omega+f) \sin (\alpha-\Omega) \cos i,
\end{gathered}
$$

whence

$$
\begin{align*}
\cos (\alpha-\Omega) & =\cos (\omega+f) / \cos \phi  \tag{3.55}\\
\sin (\alpha-\Omega) & =\sin (\omega+f) \cos i / \cos \phi
\end{align*}
$$

and

$$
\begin{equation*}
\sin \phi=\sin i \sin (\omega+f) . \tag{3.56}
\end{equation*}
$$



Figure 4. Otbit-equator-meridian triangle.

If we apply (3.48) and (3.50) to the ( $\alpha-\Omega$ ) functions in (3.54) and substitute (3.55) therein, we get

$$
\begin{align*}
& \left.\cos m \lambda=\operatorname{Re} \sum_{s=0}^{m}\binom{m}{s}\right)^{s} \frac{\cos ^{m-s}(\omega+f) \sin ^{s}(\omega+f) \cos ^{s} i}{\cos { }^{m} \phi} \\
& \times[\cos m(\Omega-\theta)+j \sin m(\Omega-\theta)], \tag{3.57}
\end{align*}
$$

$\sin m \lambda=\operatorname{Re} \sum_{s=0}^{m}\binom{m}{s} j^{s} \frac{\cos ^{m-s}(\omega+f) \sin ^{s}(\omega+f) \cos ^{s} i}{\cos ^{m} \phi}$

$$
\times[\sin m(\Omega-0)-j \cos m(\Omega-\theta)] .
$$

If we substitute (3.56) for $\sin \phi$ in (1.30), which is the definition of $P_{l m}$, and then substitute both (1.30) and (3.57) in (3.53), by cancelling out the
$\cos ^{m} \phi$ 's, we have

$$
\begin{align*}
& V_{l m}= \frac{\mu a_{e}^{l}}{r^{l+1}} \sum_{t=0}^{k} T_{l m t} \sin ^{l-m-2 t} i \operatorname{Re}\left[\left(C_{l m}-j S_{l m}\right) \cos m(\Omega-\theta)\right. \\
&\left.+\left(S_{l n n}+j C_{l m}\right) \sin m(\Omega-0)\right] \sum_{s=0}^{m}\binom{m}{s} j^{s} \sin ^{l-i l n-2 l-s}(\omega+f) \\
& \times \cos ^{m-s}(\omega+f) \cos ^{s} i \tag{3.58}
\end{align*}
$$

where $k$ is the integer part of $(l-m) / 2$.
On applying (3.51) to (3.58), with $a=l-m-2 t+s, \quad$ and $\quad b=m-s$,

$$
\begin{align*}
& V_{l m}=\frac{\mu a_{e}^{l}}{r^{l+1}} \sum_{t=0}^{k} T_{l m t} \sin ^{l-m-2 t} i \operatorname{Re}\left[\left(C_{l m}-j S_{l m}\right) \cos m(\Omega-0)\right. \\
& \left.+\left(S_{l m}+j C_{l m}\right) \sin m(\Omega-0)\right] \sum_{s, 0}^{m p}\binom{m}{S} j^{4} \cos ^{s} i \frac{[-j]^{-m-2 l \cdot \mid \cdot s}}{2^{1-2 t}} \\
& \times \sum_{c=0}^{l-m \cdot m \cdot s} \sum_{l=0}^{2 t \cdot m-s}\binom{l-m-2 t+s}{c}\binom{m-s}{d}(-1)^{c} \\
& \times[\cos (l-2 t-2 c-2 d)(\omega+f)+j \sin (l-2 t-2 c-2 d)(c+f)] . \tag{3.59}
\end{align*}
$$

By applying (3.52) to the products of $(\Omega-0)$ and $(\omega+f)$ trigonometric functions in (3.59), and dropping any term with an odd power of $j$ as a coefficient (since $V_{i m}$ is real, such a term has another term cancelling it out), we have

$$
\begin{align*}
V_{l m}= & \frac{\mu a_{e}^{l}}{r^{l+1}} \sum_{t=0}^{k} T_{l m t} \sin ^{l-m-2 t} i(-1)^{k+t} \sum_{s=0}^{m}\binom{m}{s} \frac{\cos ^{s} i}{2^{l-2 l}} \\
& \times \sum_{c=0}^{l-m-2 t-s} \sum_{d=0}^{m-s}\binom{l-m-2 t+s}{c}\binom{m-s}{d}(-1)^{c} \\
& \times\left\{\left[\begin{array}{c}
C_{l m} \\
-S_{l m}
\end{array}\right]_{l-m \text { odd }}^{l-m \text { even }} \cos [(l-2 t-2 c-2 d)(\omega+f)+m(\Omega-\theta)]\right. \\
& \left.+\left[\begin{array}{c}
S_{l m} \\
C_{l m}
\end{array}\right]_{l-m \text { odd }}^{l-m \text { even }} \sin [(l-2 t-2 c-2 d)(\omega+f)+m(\Omega-\theta)]\right\} \tag{3.60}
\end{align*}
$$

It is desirable to transform (3.60) so that terms of the same argument $[(l-2 p)(\omega+f)+m(\Omega-0)]$ are collected together. By substituting $p$ for $(t+c+d)$ necessitates, in turn, the elimination of one subscript from the
factors. Putting $p-t-c$ in place of $d$ seems most convenient. The limits of the $d$ summation place limits on the possible values of $c$, which turn out to be simply those making the binomial coeflicients nonzero. In addition, $t \leq p$.

The expression for $V_{\text {lm }}$ thus becomes

$$
\begin{align*}
& V_{i m}=\frac{\mu a_{l}^{i}}{r^{i+1}} \sum_{j m=0}^{l} F_{l m m}(\mathrm{i})\left(\left[\begin{array}{c}
C_{l m} \\
-S_{i m}
\end{array}\right]_{1-m \text { out }}^{l-m \mathrm{vclu}} \cos [(l-2 p)(1)+f)+m(\Omega)-(0)\right] \\
& \left.+\left[\begin{array}{l}
S_{l m} \\
C_{l m}
\end{array}\right]_{l-m \text { ondd }}^{l-m \operatorname{cvcan}} \sin [(l-2 p)((1)+f)+m(\Omega 2-0)]\right\}, \tag{3.61}
\end{align*}
$$

where, substituting from (1.29),

$$
\begin{align*}
& F_{l m,}(i)=\sum_{l} \frac{(2 l-2!)!}{l!(l-l)!(l-m-2 l)!2^{2 l-2 l}} \sin ^{1} \ln ^{\prime \cdots-2 l} i \\
& \times \sum_{s=0}^{m}\binom{m}{s} \cos ^{\alpha} i \sum\binom{1-m-2 t+s}{c}\binom{m-s}{p-t-c}(-1)^{n-k} . \tag{3.62}
\end{align*}
$$

Here $k$ is the integer part of $(l-m) / 2, t$ is summed from 0 to the lesser of $p$ or $k$, and $c$ is summed over all values making the binomial coefficients nonzero. A formula such as (3.62) is convenient only for computer use. For hand calculations, a table is better; expressions for $F_{l m p}(i)$ up to $\operatorname{lmp}=444$ are given in Table 1.

Table 1
Inclination Functions $F_{\text {l.mn }}$ (i) from Equation (3.62)

| $l$ | $m$ | $p$ | $F_{l m p}(i)$ |
| :--- | :--- | :--- | :--- |
| 2 | 0 | 0 | $-3 \sin ^{2} i / 8$ |
| 2 | 0 | 1 | $3 \sin ^{2} i / 4-1 / 2$ |
| 2 | 0 | 2 | $-3 \sin ^{2} i / 8$ |
| 2 | 1 | 0 | $3 \sin i(1+\cos i) / 4$ |
| 2 | 1 | 1 | $-3 \sin i \cos i / 2$ |
| 2 | 1 | 2 | $-3 \sin i(15 \cos i) / 4$ |
| 2 | 2 | 0 | $3(1+\cos i)^{2} / 4$ |
| 2 | 2 | 1 | $3 \sin ^{2} i / 2$ |
| 2 | 2 | 2 | $3(1-\cos i)^{2} / 4$ |
| 3 | 0 | 0 | $-5 \sin ^{3} i / 16$ |
| 3 | 0 | 1 | $15 \sin ^{3} i / 16-3 \sin i / 4$ |
| 3 | 0 | 2 | $-15 \sin ^{3} i / 16+3 \sin i / 4$ |
| 3 | 0 | 3 | $5 \sin ^{3} i / 16$ |
| 3 | 1 | 0 | $-15 \sin ^{2} i(1+\cos i) / 16$ |

Table 1 (Contimued)

| 1 | m | $p$ | $r_{\text {lmp }}($ ( $)$ |
| :---: | :---: | :---: | :---: |
| 3 | 1 | 1 | $15 \sin ^{2} i(1+3 \cos i) / 16-3(1+\cos i) / 4$ |
| 3 | 1 | 2 | $15 \sin ^{2} i(1-3 \cos i) / 16-3(1-\cos i) / 4$ |
| 3 | 1 | 3 | $-15 \sin ^{2} i(1-\cos i) / 16$ |
| 3 | 2 | 0 | $15 \sin i(1+\cos i)^{2} / 8$ |
| 3 | 2 | 1 | $15 \sin i\left(1-2 \cos i-3 \cos ^{2} i\right) / 8$ |
| 3 | 2 | 2 | $-15 \sin i\left(1+2 \cos i-3 \cos ^{2} i\right) / 8$ |
| 3 | 2 | 3 | $-15 \sin i(1-\cos i)^{2} / 8$ |
| 3 | 3 | 0 | $15(1+\cos i)^{3 / 8}$ |
| 3 | 3 | 1 | $45 \sin ^{2} i(1+\cos i) / 8$ |
| 3 | 3 | 2 | $45 \sin ^{2} i(1-\cos i) / 8$ |
| 3 | 3 | 3 | $15(1-\cos i)^{3 / 8}$ |
| 4 | 0 | 0 | $35 \sin ^{4} / / 128$ |
| 4 | 0 | 1 | $-35 \sin ^{1} i / 32+15 \sin ^{2} i / 16$ |
| 4 | 0 | 2 | (105/64) $\sin ^{4} i-(15 / 8) \sin ^{2} i+3 / 8$ |
| 4 | 0 | 3 | $-(35 / 32) \sin ^{4} i+(15 / 16) \sin ^{2} i$ |
| 4 | 0 | 4 | (35/128) $\sin ^{4} i$ |
| 4 | 1 | 0 | $-(35 / 32) \sin ^{i} i(1+\cos i)$ |
| 4 | 1 | 1 | $(35 / 16) \sin ^{3} i(1+2 \cos i)-(15 / 8)(1+\cos i) \sin i$ |
| 4 | 1 | 2 | $\cos i\left(15 \sin i / 4-105 \sin ^{3} i / 16\right)$ |
| 4 | 1 | 3 | $-(35 / 16) \sin ^{1} i(1-2 \cos i)+(15 / 8) \sin i(1-\cos i)$ |
| 4 | 1 | 4 | (35/32) $\sin ^{3} i(1-\cos i)$ |
| 4 | 2 | 0 | $-(105 / 32) \sin i(1+\cos i)^{2}$ |
| 4 | 2 | 1 | $(105 / 8) \sin ^{2} i \cos i(1+\cos i)-(15 / 8)(1+\cos i)^{2}$ |
| 4 | 2 | 2 | $(105 / 16) \sin ^{2} i\left(1-3 \cos ^{2} i\right)+(15 / 4) \sin ^{2} i$ |
| 4 | 2 | 3 | $-(105 / 8) \sin ^{2} i \cos i(1-\cos i)-(15 / 8)(1-\cos i)^{2}$ |
| 4 | 2 | 4 | -(105/32) $\sin ^{2} i(1-\cos i)^{2}$ |
| 4 | 3 | 0 | $(105 / 16) \sin i(1+\cos i)^{3}$ |
| 4 | 3 | 1 | $(105 / 8) \sin i\left(1-3 \cos ^{2} i-2 \cos ^{3} i\right)$ |
| 4 | 3 | 2 | -(315/8 $\sin ^{3} i \cos i$ |
| 4 | 3 | 3 | $-(105 / 8) \sin i\left(1-3 \cos ^{2} i+2 \cos ^{3} i\right)$ |
| 4 | 3 | 4 | $-(105 / 16) \sin i(1-\cos i)^{3}$ |
| 4 | 4 | 0 | $(105 / 16)(1+\cos i)^{4}$ |
| 4 | 4 | 1 | $(105 / 4) \sin ^{2} i(1+\cos i)^{2}$ |
| 4 | 4 | 2 | (315/8) $\sin ^{4} i$ |
| 4 | 4 | 3 | $(105 / 4) \sin ^{2} i(1-\cos i)^{2}$ |
| 4 | 4 | 4 | $(105 / 16)(1-\cos i)^{4}$ |

The final transformation necessary to obtain a disturbing function consistent with (3.38) is to replace $r$ and $f$ in (3.61) by $a, M$, and $e$, that is, to make the replacement

$$
\begin{aligned}
\frac{1}{r^{l+1}}\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right] & {[(l-2 p)(\omega+f)+m(\Omega-0)] } \\
& =\frac{1}{a^{l+1}} \sum_{q} G_{l p q}(e)\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right][(l-2 p) \omega+(l-2 p+q) M+m(\Omega-0)]
\end{aligned}
$$

In order to obtain long period terms-those terms from which $M$ is absentwe can average (3.61) with respeet to $M$, that is, we can integrate with respeet to $M$ from 0 to $2 \pi$ and then divide by $2 \pi$. We then have from (3.4), (3.12), and (3.20),

$$
\begin{equation*}
d M=\frac{r^{2} d f}{a^{2}\left(1-e^{2}\right)^{1 / 2}}, \tag{3.63}
\end{equation*}
$$

and from (3.9),

$$
\begin{equation*}
r^{2} / r^{l+1}=\left[(1+e \cos f) / a\left(1-e^{2}\right)\right]^{l-1} \tag{3.64}
\end{equation*}
$$

Binomially expanding $(1+e \cos f)^{1-1}$, applying (3.51) and (3.52), and omitling imaginary lerms, we.gel

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{r^{l+1}}\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right][(l-2 p)((1)+f)+m(\Omega-0)] d M \\
&= \frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{a^{l+1}\left(1-e^{2}\right)^{l-(1 / 2)}} \sum_{l=0}^{l-1}\binom{l-1}{b}\left(\frac{e}{2}\right)^{l} \\
& \times \sum_{l=0}^{l b}\binom{b}{d} \frac{1}{2}\left(\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right][(l-2 p)(\omega)+(l+b-2 p-2 d) f+m(\Omega-0)]\right. \\
&\left.\quad+\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right][(l-2 p)(l)+(l-b-2 p+2 d) f+m(\Omega-0)]\right\} d f \\
&= \frac{1}{a^{l+1}} G_{l p(2 p-l)}(e)\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right][(l-2 p) \omega+m(\Omega-0)] \tag{3.65}
\end{align*}
$$

where

$$
\begin{equation*}
G_{l p(2 p-l)}(e)=\frac{1}{\left(1-e^{2}\right)^{l-(1 / 2)}} \sum_{d=0}^{p^{\prime}-1}\binom{l-1}{2 d+l-2 p^{\prime}}\binom{2 d+l-2 p^{\prime}}{d}\left(\frac{e}{2}\right)^{2 d+l-2 p^{\prime}} \tag{3.66}
\end{equation*}
$$

in which

$$
\begin{aligned}
& p^{\prime}=p \quad \text { for } p \leq l / 2 \\
& p^{\prime}=l-p \text { for } p \geq 1 / 2
\end{aligned}
$$

The " $\frac{1}{2}$ " laceor inside the dsammation of (3.6.5) has disappeared because the two terms that satisly the condition lor long period variation ( $/-2 p$ ) $\pm$ $(b-2 d)=0$, are symmetrically placed coeflicients in the binomial expansion,
and hence can be combined by making the one substitution ( $2 d+1-2 p^{\prime}$ ) for $b$ in (3.66).
For the short period terms,$l-2 p+q \neq 0$, the development of $G_{l m q}(e)$ is much more complicated; we merely quote the result of one solution (Tisserand, 1889, p. 256):

$$
\begin{equation*}
G_{l p q}(e)=(-1)^{|q|}\left(1+\beta^{2}\right)^{l} \beta^{|q|} \sum_{k=0}^{m} P_{l p l a k} Q_{l m q k} \beta^{2 k}, \tag{3.67}
\end{equation*}
$$

where

$$
\begin{gather*}
\beta=\frac{e}{1+\sqrt{1-e^{2}}} ; \\
P_{l m, l h}=\sum_{r=0}^{h}\binom{2 p^{\prime}-2 l}{h-r} \frac{(-1)^{r}}{r!}\left(\frac{\left(l-2 p^{\prime}+q^{\prime}\right) e}{2 \beta}\right)^{r},  \tag{3.68}\\
h=k+q^{\prime}, \quad q^{\prime}>0 ; \quad h=k, \quad q^{\prime}<0 ;
\end{gather*}
$$

and

$$
\begin{gather*}
Q_{l p q k}=\sum_{r=0}^{h}\binom{-2 p^{\prime}}{h-r} \frac{1}{r!}\left(\frac{\left(l-2 p^{\prime}+q^{\prime}\right) e}{2 \beta}\right)^{r},  \tag{3.69}\\
h=k, \quad q^{\prime}>0 ; \quad h=k-q^{\prime}, \quad q^{\prime}<0 ; \\
p^{\prime}=p, \quad q^{\prime}=q \text { for } p \leq l / 2 ; \quad p^{\prime}=l-p, \quad q^{\prime}=-q \text { for } p>l / 2 .
\end{gather*}
$$

Expressions for $G_{l m q}(e)$ up to $l p q=442$ are given in Table 2, which is based on the more extensive tables of Cayley (1861).
The final result for the transformation of $V_{l m}$ in spherical coordinates, (3.53), to orbital coordinates can thus be expressed by

$$
\begin{equation*}
V_{l n t}=\frac{\mu a_{e}^{l}}{a^{l+1}} \sum_{p=0}^{l} F_{l m p}(i) \sum_{q=-\infty}^{\infty} G_{l p q}(e) S_{l m p q}(\omega, M, \Omega, \theta), \tag{3.70}
\end{equation*}
$$

where

$$
\begin{align*}
S_{l m p a}= & {\left[\begin{array}{c}
C_{l m} \\
-S_{l m}
\end{array}\right]_{l-m \text { odd }}^{l-m \text { even }} \cos [(l-2 p) \omega+(l-2 p+q) M+m(\Omega-\theta)] } \\
& +\left[\begin{array}{c}
S_{l m} \\
C_{l m}
\end{array}\right]_{l-m \text { odd }}^{l-m \text { even }} \sin [(l-2 p) \omega+(l-2 p+q) M+m(\Omega-\theta)] . \tag{3.71}
\end{align*}
$$

### 3.4. Linear Perturbations

As discussed in Chapter l, the term of the gravitational field which will dominate the disturbing function $R$ is $V_{20}$, since $C_{20}$ (or $-J_{2}$ ) is at least

Table 2
Eccentricity Functions $G_{l 2 p u}(e)$ from Equations (3.66)-(3.69) or the Tables of Cayley (1861)

| $l$ | $p$ | $q$ | 1 | $\rho$ | $q$ | $G_{l y / 9}(c)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | -2 | 2 | 2 | 2 | 0 |
| 2 | 0 | -1 | 2 | 2 | 1 | $-e / 2+e^{3} / 16+$ |
| 2 | 0 | 0 | 2 | 2 | 0 | $1-5 e^{2} / 2+13 e^{4} / 16+\cdots$ |
| 2 | 0 | 1 | 2 | 2 | -1 | $7 e / 2-123 e^{3} / 16+\cdots$ |
| 2 | 0 | 2 | 2 | 2 | -2 | $17 e^{2} / 2-115 e^{4} / 6+\cdots$ |
| 2 | 1 | -2 | 2 | 1 | 2 | $9 e^{2} / 4+7 e^{4} / 4+\cdots$ |
| 2 | 1 | -1 | 2 | 1 | 1 | $3 e / 2+27 e^{3} / 16+\cdots$ |
|  |  |  | 2 | 1 | 0 | $\left(1-e^{2}\right)^{-3 / 2}$ |
| 3 | 0 | -2 | 3 | 3 | 2 | $e^{2 / 8}+e^{4} / 48+\cdots$ |
| 3 | 0 | $-1$ | 3 | 3 | 1 | $-e+5 c^{3} / 4+\cdots$ |
| 3 | 0 | 0 | 3 | 3 | 0 | $1-6 e^{2}+423 e^{4} / 64+\cdots$ |
| 3 | 0 | 1 | 3 | 3 | $-1$ | $5 e-22 e^{5}+\cdots$ |
| 3 | 0 | 2 | 3 | 3 | -2 | $127 c^{2} / 8-3065 c^{4} / 48+\cdots$ |
| 3 | 1 | -2 | 3 | 2 | 2 | $11 e^{2 / 8}+49 c^{4} / 16+\cdots$ |
| 3 | 1 | -1 | 3 | 2 | 1 | $e\left(1-e^{2}\right)^{-5 / 2}$ |
| 3 | 1 | 0 | 3 | 2 | 0 | $1+2 e^{2}+239 e^{4} / 64+\cdots$ |
| 3 | 1 | 1 | 3 | 2 | -1 | $3 e+11 e^{3} / 4+\cdots$ |
| 3 | 1 | 2 | 3 | 2 | -2 | $53 e^{2} / 8+39 c^{4} / 16+\cdots$ |
| 4 | 0 | -2 | 4 | 4 | 2 | $c^{2} / 2-e^{4} / 3+\cdots$ |
| 4 | 0 | -1 | 4 | 4 | 1 | $-3 e / 2+75 e^{3} / 16+\cdots$ |
| 4 | 0 | 0 | 4 | 4 | 0 | $1-11 e^{2}+199 c^{4} / 8+\cdots$ |
| 4 | 0 | 1 | 4 | 4 | -1 | $13 e / 2-765 e^{3} / 16+\cdots$ |
| 4 | 0 | 2 | 4 | 4 | -2 | $51 e^{2} / 2-321 e^{4} / 2+\cdots$ |
| 4 | 1 | -2 | 4 | 3 | 2 | $\left(3 e^{2 / 4}\right)\left(1-e^{2}\right)^{-7 / 2}$ |
| 4 | 1 | -1 | 4 | 3 | 1 | $e / 2+33 e^{2} / 16+\cdots$ |
| 4 | 1 | 0 | 4 | 3 | 0 | $1+e^{2}+65 e^{4} / 16+\cdots$ |
| 4 | 1. | 1 | 4 | 3 | -, 1 | $9 e / 2-3 e^{3} / 16+\cdots$ |
| 4 | 1 | 2 | 4 | 3 | -2 | $53 e^{2} / 4-179 e^{4} / 24+\cdots$ |
| 4 | 2 | -2 | 4 | 2 | 2 | $5 e^{2}+155 e^{4} / 12+\cdots$ |
| 4 | 2 | -1 | 4 | 2 | 1 | $5 e / 2+135 e^{3} / 16+\cdots \cdot$ |
|  |  |  | 4 | 2 | 0 | $\left(1+3 e^{2} / 2\right)\left(1-e^{2}\right)^{-7 / 2}$ |

100 times as great as any other $C_{l m}$. Thus
$V_{20}=\frac{\mu C_{20}}{a}\left(\frac{a_{\theta}}{a}\right)^{2} \sum_{q, j} F_{20 p}(i) G_{2 y q}(e) \cos [(2-2 p) \omega+(2-2 p+q) M]$.
Assuming that the coefficients in $V_{20}$ are of about the same magnitude, we should expect the terms in (3.72) that do not contain $M-(2-2 p+q)$ is zero-to be of appreciably greater effect after integration than those which do contain $M$, since the latter will go through a full cycle in the relatively brief time it takes the satellite to complete a revolution. The summation limit in (3.66) indicates that terms with subscripts $(p, q)$ of $(0,-2)$ and $(2,2)$ do not exist, so the only term of $V_{20}$ from which $M$ is absent is

$$
\begin{equation*}
V_{20010}=\frac{\mu C_{20}}{a}\left(\frac{a_{t}}{a}\right)^{2} F_{2011}(i) G_{210}(e) . \tag{3.73}
\end{equation*}
$$

Evaluating $F_{201}$ by (3.62) and $G_{210}$ by (3.66), and using $\frac{\mu}{2 a}+\gamma_{2010}$ for $F$ in the Lagrangian equations (3.38), we get

$$
\begin{align*}
\frac{d a}{d t} & =0, \\
0 \frac{d e}{d t} & =0, \\
\frac{d \omega}{d t} & =\frac{\mu C_{20} a_{e}^{2}}{n\left(1-e^{2}\right)^{2 / 2} a^{5}}\left[-\cot i \frac{\partial F_{201}}{\partial i} G_{210}+\frac{\left(1-e^{2}\right)}{e} F_{201} \frac{\partial G_{210}}{\partial e}\right] \\
& =\frac{3 n C_{20} a_{e}^{2}}{4\left(1-e^{2}\right)^{2} a^{2}}\left[1-5 \cos ^{2} i\right], \\
\frac{d i}{d t} & =0,  \tag{3.74}\\
\frac{d \Omega}{d t} & =\frac{\mu C_{20} a_{e}^{2} G_{210}}{n\left(1-e^{2}\right)^{1 / 2} a^{5} \sin i} \cdot \frac{\partial F_{201}}{\partial i} \\
& =\frac{3 n C_{20} a_{e}^{2}}{2\left(1-e^{2}\right)^{2} a^{2}} \cos i, \\
\frac{d M}{d t} & =n+\frac{\mu C_{20} a_{e}^{2} F_{201}}{n a^{5}}\left[-\frac{1-e^{2}}{e} \cdot \frac{\partial G_{210}}{\partial e}+6 G_{310}\right] \\
& =n-\frac{3 n C_{20} a_{e}^{2}}{4\left(1-e^{2}\right)^{3 / 2} a^{2}}\left(3 \cos ^{2} i-1\right) .
\end{align*}
$$

The value of $C_{20}$ is about --0.0010827; on using typical geodetic satellite orbit specifications such as $e=0.01$ and $a=1.12 a_{0}$, the above formutas yicld

$$
\begin{align*}
& \frac{d(1)}{d t} \approx+3.55\left(5 \cos ^{2} i-1\right) \text { degrees/day } \\
& \frac{d S}{d t} \approx-6.70 \cos i \text { degrees/day, }  \tag{3.75}\\
& \frac{d M}{d t} \approx 14.37+0.0093\left(3 \cos ^{2} i-1\right) \text { revolutions/day. }
\end{align*}
$$

It is an observed fact that the secular motions such as in (3.75) are the dominant perturbation of geodetically useful satellites-that is, those high enough not to suffer excessive drag, but low enough to be perceptibly perlurbed by the variations of the carth's gravitational ficld. Hence the first approximation to an integration of the equations of motion (3.38) for the cffect of a particutar disturbing function $R$, such as a potential field term $V_{l n}$, will be one that assumes that the only variations with time of the elements on the right side of the equations are the secular tates di, $\Delta$, , plas any other rates of change from outside the orbic, such as the rotation rate of the cath 0. Under (his assmmption, the integration of ( 3.38 ) with one term of (3.70), $V_{t m u}$, as the disturbing function will be

$$
\begin{align*}
& \Delta e_{l m p q}=\mu a_{e}^{l} \frac{F_{l m p} G_{l p q}\left(1-e^{2}\right)^{1 / 2}\left[\left(1-e^{2}\right)^{1 / 2}(l-2 p+q)-(l-2 p)\right] S_{l m p q}}{n a^{l+3} e[(l-2 p) \dot{\omega}+(l-2 p+q) \dot{M}+m(\Omega-\theta)]}, \\
& {\left[\left(1-e^{2}\right)^{1 / 2} e^{-1} F_{l m p}\left(\partial G_{l p q} / \partial e\right)\right.} \\
& \Delta \omega_{l m p q}=\mu a_{\theta}^{l} \frac{\left.-\cot i\left(1-e^{2}\right)^{-1 / 2}\left(\partial F_{l m p} / \partial i\right) G_{l m q}\right] \bar{S}_{l m p q}}{n a^{l+3}[(l-2 p) \dot{\omega}+(l-2 p+q) \dot{M}+m(\hat{\Omega}-\dot{\theta})]}, \\
& \Delta i_{l m p q}=\mu a_{e}^{l} \frac{F_{l m p} G_{l p q}[(l-2 p) \cos i-m] S_{l m p q}}{\left.n-e^{2}\right)^{1 / 2} \sin i[(l-2 p) \dot{\omega}+(l-2 p+q) \dot{M}+m(\Omega-\dot{\theta})]}, \\
& \Delta \Omega_{l m p q}=\mu a_{e}^{l} \frac{\left(\partial F_{l m p} / \partial i\right) G_{l p S_{2}} \bar{S}_{l m p q}}{n a^{l+3}\left(1-e^{2}\right)^{1 / 2} \sin i[(l-2 p) \dot{\omega}+(l-2 p+q) \dot{M}+m(\Omega-\theta)]}, \\
& \Delta M_{l m p q}=\mu a_{c}^{l} \frac{\left.l-\left(1-e^{2}\right) e^{-1}\left(\partial G_{l p} / \partial e\right)+2(l+1) G_{l p q}\right] F_{l m p} \bar{S}_{l m p q}}{\left.n a^{l+3}[(l-2 p) \dot{\alpha})+(l-2 p+q) \dot{M}+m(\Omega-\dot{\theta})\right]}, \tag{3.76}
\end{align*}
$$

where $\bar{S}_{l m p q}$ is the integral of $S_{l m p q}$ with respect to its argument.

Specific cxamples of the perturbations (3.76), using (3.62), (3.66) and (3.71), are

1. The long period perturbation of the eccentricity by $C_{30}$, the "pearshaped" (erm is

$$
\begin{align*}
\Delta e_{301(-1)}+\Delta e_{3081} & =-\frac{\mu a_{e}^{3}\left(1-e^{2}\right)^{1 /=}}{n a^{6} e \dot{\omega}} \sum_{p=1}^{2} F_{30,} G_{3 y, p(2 p-3)} S_{30, \mu(2),-3)} \\
& =\frac{3 \mu a_{e}^{3} C_{30}\left(1-\frac{5}{4} \sin ^{2} i\right)}{2 n a^{6}\left(1-e^{2}\right)^{2} \dot{\omega}} \sin \omega ; \tag{3.77}
\end{align*}
$$

2. The semidaily perturbation of the mean anomaly by $C_{22}$ and $S_{22}$, the "equatorial ellipticity," is

$$
\begin{align*}
\Delta M_{2210} & =\frac{\left[-\left(1-e^{2}\right) e^{-1}\left(\partial G_{210} / \partial e\right)+6 G_{210}\right] \mu a a_{e}^{2} F_{221} S_{2210}}{n a^{5} 2(\Omega-\dot{\theta})} \\
& =\frac{9 \mu a_{e}^{2} \sin ^{2} i}{\left.4 n a^{5}\left(1-e^{2}\right)^{3 / 2}(\Omega)-\dot{U}\right)}\left[-C_{22} \sin 2(\Omega-0)+S_{22} \cos 2(\Omega-0)\right] . \tag{3.78}
\end{align*}
$$

### 3.5. Nonlincar Perturbations

Since $C_{20}$ is about 1000 times as big as the other gravitational fied coeflicients $C_{l m}, S_{l m}$, we should expect that a solution of the problem of a close satellite motion in which the effects of the $C_{l m}, S_{l m}$ 's are described as linear perturbations in accordance with (3.76) would require that the effects of $C_{20}$ should be described as nonlinear perturbations to order $\left(C_{20}\right)^{2}$. That is, linear perturbations of the elements on the right of the equations of motion (3.38) due to $C_{20}$ should be taken into account. If the problem is solved by numerical integration of (3.38) with a suitable integration interval-or, for that matter, by numerical integration of the rectilinear equations (3.26), -then such higher-order effects will be automatically taken care of. For example, writing the equations (3.38) as

$$
\dot{s}_{i}=\dot{s}_{i}\left[s_{j}, t\right] \equiv \dot{s}_{i}\{a, e, i, M, \omega, \Omega, t\},
$$

where $s_{i}$ is any one of the Keplerian elements, the integration for a time-step $\Delta t$ can be done by the standard fourth-order Runge-Kutta technique:

$$
\begin{align*}
w_{i} & =\dot{s}_{i}\left[s_{j}(t), t\right] \Delta t, \\
x_{i} & =\dot{s}_{i}\left[s_{j}(t)+w_{j} / 2, t+\Delta t / 2\right] \Delta t, \\
y_{i} & =\dot{s}_{i}\left[s_{j}(t)+x_{j} / 2, t+\Delta t / 2\right] \Delta t,  \tag{3.79}\\
z_{i} & =\dot{s}_{i}\left[s_{j}(t)+y_{j} / t+\Delta t\right] \Delta t, \\
s_{i}(t+\Delta t) & =s_{i}(t)+w_{i} / 6+x_{i} / 3+y_{i} / 3+z_{i} / 6 .
\end{align*}
$$

An excellent summary of numerical integration techniques applied to satellite orbits is given by Conte (1962). A solution more in keeping with the development thus far, however, would be one analytically developing (3.38). Therefore,

$$
\begin{aligned}
\dot{s}_{i} & =\dot{s}_{i}\left(\mathrm{~s}_{0}\right)+\frac{\partial \dot{s}_{i}}{\partial s_{j}} \Delta_{1} s_{j} \\
& =\frac{d}{d t}\left(\Delta_{1} s_{i}\right)+\frac{d}{d t}\left(\Delta_{2} s_{i}\right),
\end{aligned}
$$

where $s_{i}$ is any of the Keplerian elements.
Subtracting out the first approximation, $d\left(\Delta_{1} s_{i}\right) d t$, leaves

$$
\begin{equation*}
\frac{d}{d t}\left(\Delta_{2} s_{i}\right)=\frac{\partial \dot{s}_{i}}{\partial s_{j}} \Delta_{1} s_{j} \tag{3.80}
\end{equation*}
$$

where $\Delta_{1} s_{j}$ is found by (3.76). However, it would require considerable tedious algebra to apply (3.80) directly in this manner. It would be laborious even to get the one most important second-order perturbation-the $\left(C_{20}\right)^{2}$ contribution to the secular motion-because the interactions of all periodic terms with themselves must be taken into account. Thus for the secular part of $\Delta_{2} s_{i}$, we have

$$
\begin{equation*}
\Delta_{2} \dot{s}_{i}=\left(\frac{\partial \dot{s}_{221 p q}}{\partial s_{j}} \Delta_{1} s_{j 20 p q}-\text { periodic terms }\right), \tag{3.81}
\end{equation*}
$$

where summation is over $j, p$, and $q$. In order to apply (3.81) to the evaluation of $\Delta_{2}\{\dot{\Omega}, \dot{\omega}, \dot{M}\}$ to the power $e^{2 k}$ in the eccentricity, $10 \times 3 \times 2 k$ terms must be evaluated using (3.72) in (3.38) to obtain $\dot{s}_{i 20 p q}$ and $\Delta_{1} s_{j 20 p q}$. Then ( $V_{20}$ not being a function of $\Omega$ ), $5 \times 6 \times 2 k \times 3$ differentiations must be made to obtain the $\partial \dot{s}_{i 20 \text { nq }} / \partial s_{j}$; and finally, a like number of multiplications must be performed.
Some saving of effort is possible if we express $V_{20}$ in the closed form of (3.61), evaluating $F_{20, p}(i)$ by (3.62),

$$
\begin{equation*}
V_{20}=C_{20} \frac{\mu}{r}\left(\frac{a_{e}}{r}\right)^{2}\left[\left(\frac{3}{4} \sin ^{2} i_{\beta}-\frac{1}{2}\right)-\frac{3}{4} \sin ^{2} i \cos 2(\omega+f)\right], \tag{3.82}
\end{equation*}
$$

using the partial derivatives of elliptic motion derivable from (3.9)-(3.19), and postponing the averaging with respect to time until the end. This method has been used in developing some theories. However, the more satisfying analyses of the close satellite problem have gone back to a considerably earlier point than the Lagrangian equations (3.38) in an attempt to obtain
a clearer insight or a more accurate or more efficient solution. Some of the best solutions have expressed the potential in ellipsoidal harmonics; other solutions have used elements differing appreciably from the Keplerian in order to attain a formulation suitable for numerical iteration.

The solution we shall outline is that developed from the Delaunay equations (3.47). To abbreviate the equations, we express $L, G, H$ as $p_{1}, p_{2}, p_{3}$ and $M, \omega, \Omega$ as $q_{1}, q_{2}, q_{3}$ (not to be confused with the vector $q$ in the orbital plane). Equation (3.47) then becomes

$$
\begin{equation*}
\dot{p}_{i}=\partial F / \partial q_{i}, \dot{q}_{i}=-\partial F / \partial p_{i} . \tag{3.83}
\end{equation*}
$$

Since, from (3.83),

$$
\begin{equation*}
\frac{\partial F}{\partial p_{i}} \cdot \frac{d p_{i}}{d t}+\frac{\partial F}{\partial q_{i}} \cdot \frac{d q_{i}}{d t}=0 \tag{3.84}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{d F}{d t}=\frac{\partial F}{\partial t} . \tag{3.85}
\end{equation*}
$$

Here the explicit derivative $\partial F / \partial t$ signifies, in the problem posed by the disturbing potential (3.70),

$$
\begin{equation*}
\frac{\partial F}{\partial t}=\frac{\partial F}{\partial \theta} \dot{\theta} . \tag{3.86}
\end{equation*}
$$

$\partial F / \partial t$ is thus purely periodic. Hence, if the solution is known for the motion expressed by the canonical set ( $\mathbf{p}^{\prime}, \mathbf{q}^{\prime}$ ) with a constant force function $F^{\prime}$ close to $F$, the solution for ( $\mathbf{p}, \mathbf{q}$ ) can be found as that for ( $\mathbf{p}^{\prime}, \mathbf{q}^{\prime}$ ) plus a Taylor series over the difference ( $\mathbf{p}-\mathbf{p}^{\prime}, \mathbf{q}-\mathbf{q}^{\prime}$ ). Several such transformations could be made in succession; the most general such succession for a close earth satellite would be

$$
\begin{align*}
F(L, G, H, I, g, h, t) & \rightarrow F^{\prime}\left(L^{\prime}, G^{\prime}, H^{\prime},-, g^{\prime}, h^{\prime},-\right) \\
& \rightarrow F^{\prime \prime}\left(L^{\prime \prime}, G^{\prime \prime}, H^{\prime \prime},-,-, h^{\prime \prime},-\right) \\
& \rightarrow F^{\prime \prime \prime}\left(L^{\prime \prime \prime}, G^{\prime \prime \prime}, H^{\prime \prime \prime},-,-,-,-\right) . \tag{3.87}
\end{align*}
$$

The last transformation is obviously solvable as

$$
\begin{align*}
& p_{i}^{\prime \prime \prime}=\text { const }_{i}, \\
& q_{i}^{\prime \prime \prime}=q_{i 0}^{\prime \prime \prime}+\operatorname{const}_{i}\left(t-t_{0}\right) . \tag{3.88}
\end{align*}
$$

In the case of the disturbing potential $V_{20}$ of (3.72) or (3.82), the lant transformation in ( 3.87 ) is unnecessary since the potential does not contaia the nodat longitude $h$.

The fat that the molions ( $p, q$ ) and ( $p^{\prime}, q^{\prime}$ ) are derived from sinetio scalars, $F$ and $F^{\prime}$, respectively, suggests that the Taylor series transformation could also be expressed in terms of a single scalar. We start with in, scalars,

$$
\begin{align*}
x & =\Sigma_{i} p_{i} \dot{q}_{i}+F \\
y^{\prime} & =-\Sigma_{i} \dot{p}_{i}^{\prime} q_{i}^{\prime}+F^{\prime} \tag{i}
\end{align*}
$$

We wish to prove that between lixed points ( $p, q$ ) at times $t_{1}$ and $t_{2}$, variation of the integrals of $x$ and $y^{\prime}$ will be rero for small variations ( $\delta \mathbf{p}, \delta \boldsymbol{q}$ ) of the path. Thus we have

$$
\begin{align*}
\delta \int_{l_{t}}^{t_{2}}\left(\dot{S}_{i} P_{i} \dot{q}_{i}+F\right) d t & =0 \\
\delta \int_{l_{1}}^{l_{2}}\left(-\grave{S}_{i} \dot{P}_{i}^{\prime} f_{i}^{\prime}+F^{\prime}\right) d l & =0
\end{align*}
$$

known as Hamilton's principle.
Because the variable $x$ is a function of $p_{i}, q_{i}$, and $\dot{q}_{i}$, we can write the lirut integral as

$$
\int_{t_{1}}^{t_{2}}\left(\frac{\partial x}{\partial p_{i}} \delta p_{i}+\frac{\partial x}{\partial q_{i}} \delta q_{i}+\frac{\partial x}{\partial \dot{q}_{i}} \delta \dot{q}_{i}\right) d t
$$

From (3.89) and (3:83) we have

$$
\begin{equation*}
\frac{\partial x}{\partial p_{i}}=\dot{q}_{i}+\frac{\partial F}{\partial p_{i}}=0 \tag{3.92}
\end{equation*}
$$

which eliminates the first term of the integrand in (3.91). For the sccond term, from (3.89) we have

$$
\begin{equation*}
\frac{\partial x}{\partial q_{i}}=\frac{\partial F}{\partial q_{i}} \tag{3.93}
\end{equation*}
$$

In the third term, we replace $\delta \dot{q}_{i}$ by $d\left(\delta q_{i}\right) / d t$, and apply integration parts. Thus

$$
\begin{equation*}
\int_{i_{1}}^{t_{2}} \frac{\partial x}{\partial \dot{q}_{i}} \frac{d}{d t}\left(\delta q_{i}\right) d t=\left(\frac{\partial x}{\partial \dot{q}_{i}} \delta q_{i}\right)_{i_{1}}^{t_{2}}-\int_{t_{1}}^{t_{2}} \frac{d}{d t}\left(\frac{\partial x}{\partial \dot{q}_{i}}\right) \delta q_{i} d t \tag{3.9.4}
\end{equation*}
$$

The first term vanishes because the variations $\delta q_{i}$ are zero at the end pinth. From (3.89), $\partial x / \partial \dot{q}_{i}$ is $p_{i}$; hus between (3.93) and (3.94) we have, rembining as the integrand,

$$
\begin{equation*}
\left(\frac{\partial F}{\partial q_{i}}-\dot{p}_{i}\right) \delta q_{i}=0 \tag{3.95}
\end{equation*}
$$

which is \%ero by (3.83). The second equation in (3.90) can be proved similarly. llamiton's principle (3.90) indicates that the indefinite integrals are wntinuous, and hence that their difference is expressible by a single function $S$. Therefore the integrands differ at most by the total time derivative of $S$ :

$$
\begin{equation*}
\int_{t_{1}}^{f_{2}} \frac{d S}{d t} d t=S\left(t_{2}\right)-S\left(t_{1}\right) \tag{3.96}
\end{equation*}
$$

Sis a function of both the ( $\mathbf{p}, \mathbf{q}$ ) and ( $\mathbf{p}^{\prime}, q^{\prime}$ ) variables; however, if ( $\mathbf{p}, \mathbf{q}$ ) 1: 10 be expressed as ( $\mathbf{p}^{\prime}, q^{\prime}$ ) plus a Taylor series development over the differance, then only one hall of the twelve variables ( $p, q, p^{\prime}, f^{\prime}$ ) are independent, and S can be expressed in terms of any two of the lour sets. The expression most commonly used is

$$
\begin{equation*}
S=S\left(\mathbf{q}, \mathbf{p}^{\prime}\right) \tag{3.97}
\end{equation*}
$$

Then from (3.90), (3.96), and (3.97), summing over repeated subscripts,

$$
\begin{align*}
\frac{d S}{d t} & =\frac{\partial S}{\partial q_{i}} \dot{q}_{i}+\frac{\partial S}{\partial p_{i}^{\prime}} \dot{p}_{i}^{\prime}+\frac{\partial S}{\partial t} \\
& =p_{i} \dot{q}_{i}+F+\dot{p}_{i}^{\prime} q_{i}^{\prime}-F^{\prime} . \tag{3.98}
\end{align*}
$$

Bucause $q_{i}$ and $p_{i}^{\prime}$ are independent, for both values of $d S / d t$ in (3.98) the colficients of $\dot{q}_{i}$ and $\dot{p}_{i}^{\prime}$, respectively, must be equal. Thus

$$
\begin{equation*}
p_{i}=\frac{\partial S}{\partial q_{i}}, \quad q_{i}^{\prime}=\frac{\partial S}{\partial p_{i}^{\prime}}, \tag{3.99}
\end{equation*}
$$

which leaves

$$
\begin{equation*}
F^{\prime}=F-\frac{\partial S}{\partial t} \tag{3.100}
\end{equation*}
$$

$S$ is called a determining function or generating function, and its use to thect a transformation $(\mathbf{p}, \mathbf{q}) \rightarrow\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}\right)$ in accordance with (3.87). is known al: Von Zeipel's method. In applying this method, $S, F^{\prime}$, and $\because F$ are all developed in series in accordance with the magnitude of the terms involved.

Thus

$$
\begin{equation*}
S=S_{0}+S_{1}+S_{2}+\cdots, \tag{3.101}
\end{equation*}
$$

$$
\begin{align*}
F_{0}^{\prime}\left(\mathrm{p}^{\prime}\right)+F_{1}^{\prime}\left(\mathrm{p}^{\prime}, \mathrm{q}^{\prime}\right) & +F_{2}^{\prime}\left(\mathrm{p}^{\prime}, \mathrm{q}^{\prime}\right)+\cdots \\
& =F_{0}(\mathrm{p})+F_{1}(\mathrm{p}, \mathrm{q})+F_{\mathrm{a}}(\mathrm{p}, \mathrm{q})+\cdots-\int \frac{\partial F}{\partial t} d t . \tag{3.102}
\end{align*}
$$

$S_{0}$ must have a form such that $p_{i}=p_{i}^{\prime}, q_{i}=q_{i}^{\prime}$, in the unperturbed case; that is,

$$
\begin{equation*}
S_{0}=q_{i} p_{i}^{\prime} . \tag{3.103}
\end{equation*}
$$

Substituting (3.103) in (3.101), differentiating (3.101) with respect to $q_{i}, p_{i}^{\prime}$, and substituting the result in (3.99), we have

$$
\begin{align*}
& p_{i}=p_{i}^{\prime}+\frac{\partial S_{1}}{\partial q_{i}}+\frac{\partial S_{2}}{\partial q_{i}}+\cdots,  \tag{3.104}\\
& q_{i}=q_{i}^{\prime}-\frac{\partial S_{1}}{\partial p_{i}^{\prime}}-\frac{\partial S_{2}}{\partial p_{i}^{\prime}}-\cdots .
\end{align*}
$$

Developing $F$ in (3.100) in Taylor series of $\left(p_{i}-p_{i}^{\prime}\right)$ and $\left(q_{i}-q_{i}^{\prime}\right)$ and substituting for $\left(p_{i}-p_{i}^{\prime}\right)$ and $\left(q_{i}-q_{i}^{\prime}\right)$ from (3.104), we get

$$
\left.\begin{array}{rl}
F-\frac{\partial S}{\partial t}= & F_{0}\left(\mathbf{p}^{\prime}\right) \\
& +\frac{\partial F_{0}}{\partial p_{i}^{\prime}} \cdot \frac{\partial S_{1}}{\partial q_{i}}+F_{1}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}\right)-\frac{\partial S_{1}}{\partial t}  \tag{3.105}\\
& +\frac{\partial F_{0}}{\partial p_{i}^{\prime}} \frac{\partial S_{2}}{\partial q_{i}}+\frac{1}{2} \frac{\partial^{2} F_{0}}{\partial p_{i}^{\prime} \partial p_{j}^{\prime}}\left(\frac{\partial S_{1}}{\partial q_{i}}\right)\left(\frac{\partial S_{1}}{\partial q_{i}}\right) \\
& +\frac{\partial F_{1}}{\partial p_{i}^{\prime}} \frac{\partial S_{1}}{\partial q_{i}}+F_{2}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}\right)-\frac{\partial S_{2}}{\partial t}+\cdots
\end{array}\right]=\left[\begin{array}{l}
F_{0}^{\prime} \\
+F_{1}^{\prime} \\
+F_{2}^{\prime} \\
+\frac{\partial F_{1}^{\prime}}{\partial q_{i}^{\prime}} \frac{\partial S_{1}}{\partial p_{i}^{\prime}} .
\end{array}\right.
$$

We then equate terms of equal magnitude in $F$ and $F^{\prime}$. These equations determine the terms in $S$, because $F^{\prime}$ will generally contain one less variable than $F$ and hence any terms in $F$ dependent on this omitted variable must be accounted for by $S$.

For the problem of interest to geodesy [using (3.39) and (3.46)],

$$
\begin{align*}
& F_{0}=\mu^{2} / 2 \dot{L}^{2}, \\
& F_{1}=V_{20}  \tag{3.106}\\
& F_{2}=V_{I m \neq 00,20 .}
\end{align*}
$$

Let us consider the problem in which $V_{20}$ is expressed by (3.72) and $F_{2}$ is zero. Then from the first line of (3.105),

$$
\begin{equation*}
F_{0}^{\prime}=\mu^{2} / 2 L^{\prime 2} . \tag{3.107}
\end{equation*}
$$

On the second line of (3.105), we choose $F_{1}^{\prime}$ to absorb all terms not functions of $M$, or $q_{1}$. Thus

$$
\begin{equation*}
F_{1}^{\prime}=\frac{\mu C_{20}}{a^{\prime}}\left(\frac{a_{e}}{a^{\prime}}\right)^{2} F_{201}\left(i^{\prime}\right) G_{210}\left(e^{\prime}\right)=V_{2010}^{\prime} \tag{3.108}
\end{equation*}
$$

since from (3.66), $G_{20(-2)}$ and $G_{222}$ are zero. Then the remainder of the second line can be used to solve for $\partial S_{1} / \partial q_{1}$, since $F_{0}$ [from (3.106)] is a function of $p_{1}$ only:

$$
\begin{align*}
\frac{\partial S_{1}}{\partial M}=\frac{\partial S_{1}}{\partial q_{1}}= & \left(\frac{L^{3}}{\mu^{2}}\right) \frac{\mu C_{20}}{a}\left(\frac{a_{e}}{a}\right)^{2} \\
& \times \sum_{p Q \neq 10} F_{20 y} G_{2, p q} \cos [(2-2 p) \omega+(2-2 p+q) M], \tag{3.109}
\end{align*}
$$

and

$$
\begin{equation*}
S_{1}=\left(\frac{L^{3}}{\mu^{2}}\right) \frac{\mu C_{20}}{a^{\prime}}\left(\frac{a_{e}}{a^{\prime}}\right)^{2} \sum_{p q \neq 10} \frac{F_{20 p}^{\prime} G_{2 p q}^{\prime}}{(2-2 p+q)} \sin [(2-2 p) \omega+(2-2 p+q) M] . \tag{3.110}
\end{equation*}
$$

Derivatives of $S_{1}$ are then used in (3.104) to obtain the short period variations in the elements that will agree with those given by (3.76). In taking derivatives with respect to $L^{\prime}, G^{\prime}$, and $H^{\prime}$, it is convenient to use the partial derivatives of the Keplerian elements with respect to the Delaunay elements. The derivatives that are nonzero are

$$
\begin{align*}
& \partial a / \partial L=2 L / \mu, \\
& \partial e / \partial L=G^{2} / L^{3} e, \quad \partial e / \partial G=-G / L^{2} e,  \tag{3.111}\\
& \partial i / \partial G=H / G^{2} \sin i, \quad \partial i / \partial H=-1 / G \sin i .
\end{align*}
$$

Proceeding to the third and fourth lines of (3.105), we are principally interested in the terms on the left arising from $\left(\partial S_{1} / \partial q_{1}\right)^{2}$ and $\left(\partial F_{1} / \partial p_{i}\right)$. $\left(\partial S_{1} / \partial q_{i}\right)$ that will not have a sinusoidal factor because each of the cosine terms in $F_{1}$ and $\partial S_{1} / \partial q_{i}$ has been multiplied by itself. As a consequence, there are contributions to the secular motions $\dot{M}, \dot{\omega}, \Omega$ through $F_{2}^{\prime}$ of coefficient $C_{20}^{2}$.

On the next transfomation from $F^{\prime}$ to $F^{\prime \prime}$, terms containing the argument of perigee $\omega^{\prime}$ are removed. In this transformation, the first two lines of (3.105) merely yield that $F_{0}^{\prime \prime}$ and $F_{1}^{\prime \prime}$ are equal to $F_{10}^{\prime}$ and $F_{1}^{\prime}$, respectively, since there are no periodic terms involved. On the third line both terms are zero, since $S^{\prime}$ does not contain $M$; but on the lourth line, there are two nonzero terms:

$$
\begin{equation*}
\frac{\partial F_{1}^{\prime}}{\partial G^{\prime \prime}} \cdot \frac{\partial S_{1}^{\prime}}{\partial()^{\prime}}+\Gamma_{2}^{\prime}=I_{2}^{\prime \prime \prime} \tag{3.112}
\end{equation*}
$$

$\partial F_{1}^{\prime} / \partial G^{\prime \prime}$ is, from (3.83), equal to $(i)$, which by (3.74), contans a factor (1-5 $\left.\cos ^{2} i\right)$. Hence in solving for $\partial S_{1}^{\prime} \partial \omega^{\prime}$ we obtaina factor $\left(1-5 \cos ^{2} i\right)^{-1}$, and the solution is not valid in the vicinity of an inclination $\cos ^{-1} \sqrt{1 / 5}$, which must be treated as a case of resonance.

A clear and detailed exposition of the application of the Von Zeipel method with $F_{1}$ as in (3.106) is given by Brouwer (1959); see also Brouwer and Clemence (1961, pp. 562-573). The final secular and long-period terms . to order $J_{a}^{2}$ are

$$
\begin{align*}
& M^{\prime}=M_{0}^{\prime \prime}+\mu_{0} t\left\{1+3 \gamma^{\prime} \gamma^{\prime} \mu(-1+30)^{2}\right)+3^{3} \gamma^{\prime 2} \eta 1-15+16 y+25 y^{2} \\
& \left.\left.+\left(30-96 \eta-90 \eta^{2}\right) 0^{2}+\left(105+144 \eta+25 \eta^{2}\right) 0^{4}\right\}\right\} \\
& +\frac{1}{8} \gamma_{2}^{\prime} \eta^{3}\left[1-110^{2}-400^{2}\left(1-50^{2}\right)^{-1}\right] \sin 2 \omega^{\prime \prime}, \\
& \omega^{\prime}=\omega_{0}^{\prime \prime}+n_{0} t\left\{\frac{3}{2} \gamma_{2}^{\prime}\left(-1+5 \theta^{2}\right)+\frac{3}{3} \gamma_{2}^{\prime 2}\left[-35+24 \eta+25 \eta^{2}\right.\right. \\
& \left.\left.+\left(90-192 \eta-126 \eta^{2}\right) \theta^{2}+\left(385+360 \eta+45 \eta^{2}\right) \theta^{4}\right]\right\} \\
& -\frac{1}{16} \gamma_{2}^{\prime}\left[\left(2+e^{\prime 2}\right)-11\left(2+3 e^{\prime \prime 2}\right) 0^{2}-40\left(2+5 e^{\prime 2}\right) \theta^{4}\left(1-5 \theta^{2}\right)^{-1}\right. \\
& \left.-40 e^{\prime 2} \theta^{6}\left(1-5 \theta^{2}\right)^{-2}\right] \sin 2 \omega^{\prime \prime}, \\
& \Omega^{\prime}=\Omega_{0}^{\prime \prime}+n_{0}\left\{\left\{-3 \gamma_{2}^{\prime} 0+{ }_{3}^{3} \gamma_{3}^{\prime 2}\left[\left(-5+12 \eta+9 \eta^{2}\right) 0+\left(-35-36 \eta-5 \gamma^{2}\right) \theta^{3}\right]\right\}\right. \\
& -\frac{1}{8} \gamma_{2}^{\prime} e^{\prime 2} 0\left[11+800^{2}\left(1-50^{2}\right)^{-1}+2000^{4}\left(1-50^{2}\right)^{-2}\right] \sin 2\left(\omega^{\prime \prime}\right. \text {, } \\
& e^{\prime}=e^{\prime \prime}+\frac{1}{8} \gamma_{2}^{\prime} e^{\prime \prime} \eta^{2}\left[1-11 \theta^{2}-400^{4}\left(1-50^{2}\right)^{-1}\right] \cos 2 \omega^{\prime \prime} \text {, } \\
& i^{\prime}=i^{\prime \prime}-\frac{1}{8} \gamma_{2}^{\prime} e^{\prime \prime 2} \cot i^{\prime \prime}\left[1-110^{2}-40 \theta^{\prime}\left(1-5 \theta^{2}\right)^{-1}\right] \cos 2 \omega^{\prime \prime} \text {, } \tag{3,113}
\end{align*}
$$

where $\eta=\left(1-e^{\prime \prime 2}\right)^{1 / 2}, 0=\cos i^{\prime \prime}, \gamma^{\prime 2}=a_{e}^{2} J_{\mathrm{v}} /\left(2 a^{\prime \prime 2} n^{1}\right)$, and $n_{0}=\mu^{1 / 2} a^{\prime \prime-3 / 2}$. The constants of integration define $\downarrow$ by Brouwer's theory are the mean elements: namely the constant parts $a^{\prime \prime}, e^{\prime \prime}, i^{\prime \prime}$ and the secularly changing parts at epoch $M_{0}^{\prime \prime}, \omega_{0}^{\prime \prime}, \Omega_{0}^{\prime \prime}$, that are consistent with (3.88).

In addition to the $J_{2}^{2}$ terms, there are two other types of second-order terms that may be of significance:

1. If short period variations of the mean anomaly $M$ are being taken into account, then variations in $M$ resulting from changes in the mean
motion $n$ arising from perturbations of the semimajor axis should be included. From (3.80),

$$
\begin{equation*}
\Delta_{2} M=\int \frac{\partial n}{\partial a} \Delta_{1} a d t . \tag{3.114}
\end{equation*}
$$

Using (3.76) for $\Delta_{1} a$ and $-3 n / 2 a$ for $\partial n / \partial a$,

$$
\begin{equation*}
\Delta_{2} M_{l m, q u}=-\frac{3 \mu a_{l}^{l} F_{l m p} G_{l p m} S_{l m p q}(l-2 p+q)}{a^{l+3}[(l-2 p) \dot{\omega}+(l-2 p+q) \dot{M}+m(\Omega-\dot{0})]^{2}} . \tag{3.115}
\end{equation*}
$$

2. If $l$ is odd and $m$ is zero, the interactions between the period perturbations $\Delta_{1} e_{l o p(2) p-l)}, \Delta_{1} i_{l o v(2 p-l)}$, and the secular motions $\Omega_{2010}$ and $\dot{\omega}_{2010}$ can have perceptible effect on the periodic perturbations $\Delta \Omega_{\text {lop }(2 p-i)}, \Delta \omega_{\text {lop }(2 p-l)}$, and $\Delta M_{\text {lop }(2 p-l)}$. Using (3.80) again and abbreviating $\operatorname{lop}(2 p-l)$ as $r$, we get

$$
\begin{align*}
\Delta_{2} \Omega_{r} & =\frac{\partial S}{\partial e} \int \Delta_{1} e_{r} d t+\frac{\partial S^{\prime}}{\partial i} \int \Delta_{1} i_{r} d t \\
& =\frac{3 C_{e_{2}} n^{\prime}}{2\left(1-e^{2}\right)^{2}}\left(\frac{a_{r}}{d}\right)^{2}\left(\frac{4 c \cos i}{\left(1-e^{2}\right)} \int \Delta_{1} e_{r} d t-\sin i \int \Delta_{1} i_{r} d t\right) . \tag{3.116}
\end{align*}
$$

In (3.116), (3.74) has been applied. Similar expressions can be obtained for $\Delta_{2} \omega_{r}$ and $\Delta_{2} M_{r}$.

### 3.6. Resonance

The methods described thus far in this chapter fail for two categories of orbits:

1. Orbits for which the eccentricity $e$, or inclination $i$, is so close to zero that nodal longitude $\Omega$, perigee argument $\omega$, or anomaly $M$, may lose their definition and have absurdly large perturbations that virtually cancel each other in calculation of position or velocity.
2. Orbits for which the secular rates of the arguments in some terms of the disturbing function, (3.70), may be so close to zero that their periodic variation is more significant; that is, we have a resonant situation in which there may be libration rather than secular motion:

$$
\begin{equation*}
(l-2 p) \dot{\omega}+(l-2 p+q) \dot{M}+m(\dot{\Omega}-\dot{0}) \approx 0 . \tag{3.117}
\end{equation*}
$$

The difficulties in category (1)-near-zero eccentricity or inclination-are somewhat artificial, in that they do not involve any physical ptenomenon, but are a matter of definition of coordinates, solvable by changing the órbital
clements. Two types of changes made to canonical clements $(\mathbf{p}, \mathbf{q})$ such as the Delaunay elements (3.43), (3.45), and (3.46) are
for any two pairs $i, j$,

$$
\begin{array}{ll}
p_{i}^{\prime}=p_{i}, & q_{i}^{\prime}=q_{i} \pm q_{j},  \tag{3.118}\\
p_{j}^{\prime}=p_{j} \mp p_{i}, & q_{j}^{\prime}=q_{j},
\end{array}
$$

and for any $i$,

$$
p_{i}^{\prime}=\sqrt{2 p_{i}} \cos q_{i}, \quad q_{i}^{\prime}=\sqrt{2 p_{i}} \sin q_{i} .
$$

Such transformations can be applied to any pair, or any two pairs, in succession.

The difficulties in category (2) are quite real; there is an actual change in the behavior of the orbit. The case that has been treated most extensively is that of the "critical inclination" $\cos ^{-1} \sqrt{1 / 5}$, for which, as mentioned in comnection with (3.112),

$$
\begin{equation*}
\dot{\omega} \approx 0 . \tag{3.119}
\end{equation*}
$$

A case of greater interest, both because it has actually occurred in connection with satellite communication projects and because it can yield information about the gravitational field, is

$$
\begin{equation*}
\dot{\omega}+\dot{M}+\dot{\Omega}-\dot{\theta} \approx 0 . \tag{3.120}
\end{equation*}
$$

A sateliite with the mean secular rate (3.120) will resonate with any spherical harmonic $C_{l m}, S_{l m}$ that gives rise to terms with an integral multiple of $(\omega+M+\Omega-\theta)$ as an argument. A rough calculation setting $\hat{\theta}$ for $n$ and using Kepler's law (3.20) indicates that the semimajor axis for the case (3.120) to occur is about 6.6 earth radii. Hence, because of the $\left(a_{e} / a\right)^{l}$ term in the disturbing function (3.70), the dominant effect will be by those terms for which $l$ is small-in particular, $C_{22}, S_{22}$.

Since $l-2 p$ must equal $m$ to obtain an integral multiple of $(\omega+M+$ $\Omega-0$ ) as an argument in the disturbing function (3.70), $l-m$ must be even, and $p$ must be $(l-m) / 2$. Also $q$ must be zero. Let

$$
\begin{equation*}
Q_{l m}=\frac{\mu}{a} \sqrt{C_{l m}^{2}+S_{l m}^{2}}\left[\frac{a_{e}}{a}\right]^{l} F_{l m, l-m) / 2}(i) G_{l,(l-m) / 2,0}(e) \tag{3.121}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{t n}=\frac{1}{m} \tan ^{-1}\left(\frac{S_{t m}}{C_{t m}}\right) . \tag{3,122}
\end{equation*}
$$

From (3.70) the resonating disturbing function can be written

$$
\begin{equation*}
R=\sum_{(1-m) \mathrm{even}} Q_{l m} \cos m\left(\omega+M+\Omega-\lambda_{l m}-0\right) . \tag{3.123}
\end{equation*}
$$

Since the mean anomaly $M$ appears in this disturbing function, there will be a perturbation of the semimajor axis, from the first of the equations of motion (3.38):

$$
\begin{equation*}
\dot{a}=-\frac{2}{n a} \sum_{(l-m) \mathrm{even}} m Q_{l m} \sin m\left(\omega+M+\Omega-\lambda_{l m}-0\right) . \tag{3.124}
\end{equation*}
$$

This change in the semimajor axis in turn causes an acceleration in the earth-referred longitude of the satellite. Let

$$
\begin{equation*}
\lambda_{\mathrm{A}}=\omega+M+\Omega-\theta, \tag{3.125}
\end{equation*}
$$

where we have added the subscript $A$ to indicate that this is the "brokenlegged" astronomical longitude, not the conventional geodetic longitude measured along the equator. Using Kepler's law (3.20), we get

$$
\begin{equation*}
\ddot{\lambda}_{A}=\ddot{M}=\frac{\partial n}{\partial a} \dot{a}=\frac{3}{a^{2}} \sum_{(l-m) \text { even }} m Q_{l m} \sin m\left(\lambda_{A}-\lambda_{l m}\right) . \tag{3.126}
\end{equation*}
$$

The double integration of (3.126) in a manner similar to (3.115) would lead to a large $\Delta \lambda_{\Lambda}$ because of the small divisor $(n-\dot{\theta})^{2}$. In addition, there would be terms with divisor ( $n-\dot{\theta}$ ) obtained by using the disturbing function (3.123) in an integration of the equations of motion (3.38) in the manner of (3.76). However, both (3.76) and (3.115) are derived under the assumption that a valid first approximation of the orbit is a secularly precessing ellipse. Such approximations usually break down in the vicinity of a resonance, so (3.126) must be examined directly.

By multiplying (3.126) by $2 \dot{\lambda}_{\mathrm{A}}$ we obtain, as a first integral with constant of integration $K$,

$$
\begin{equation*}
\left(\dot{\lambda}_{A}\right)^{2}=K-\frac{6}{a^{2}} \sum_{(l-m) \mathrm{even}} Q_{l m} \cos m\left(\lambda_{A}-\lambda_{l m}\right) . \tag{3.127}
\end{equation*}
$$

Let us define the constant $K$ as a combination of the initial longitude $\lambda_{\Delta 0}$ and rate $\dot{\lambda}_{\mathrm{A} 0}$ :

$$
\begin{equation*}
K=\left(\dot{\lambda}_{A 0}\right)^{2}+\frac{6}{a^{2}}\left(1-\sum_{m) \mathrm{even}} Q_{l m} \cos m\left(\lambda_{\Lambda 0}-\lambda_{l m}\right) .\right. \tag{3.128}
\end{equation*}
$$

Since $\left(\dot{\lambda}_{A}\right)^{2}$ must be positive, from (3.127) we have the condition

$$
\begin{equation*}
K \geq \frac{6}{a^{2}} \sum_{(l-n), \mathrm{cven}} Q_{t m} \cos m\left(\lambda_{A}-\lambda_{l m}\right) \tag{3.129}
\end{equation*}
$$

If the constant $K$ is small enough, the condition (3.129) will prevent the longitude $\lambda_{A}$ from going through a full cycle from 0 to $2 \pi$. A small $K$ is most likely to result if $\lambda_{A 0}$ in (3.128) is such as to make the dominant term $Q_{22} \cos 2\left(\lambda_{\lambda 0}-\lambda_{22}\right)$ near $-Q_{22}$ : that is, if $\lambda_{A 0}$ is near $\lambda_{22} \pm \pi / 2$, which is the minor axis of the equatorial ellipse. On referring longitudes to this minor axis by making the substitution

$$
\begin{equation*}
\psi=\lambda_{\Lambda}-\lambda_{v 2}-\pi / 2 \tag{3.130}
\end{equation*}
$$

and taking only the $m=22$ tom of (3.127), we get

$$
\begin{align*}
(\dot{y})^{2} & =K+\frac{6}{a^{2}} Q_{22} \cos 2 y \\
& =K+\frac{6}{a^{2}} Q_{22}\left[1-2 \sin ^{2} y\right] \tag{3.131}
\end{align*}
$$

The maximum departure $y_{m}$ from the minor axis wil! thus correspond to zero $(\dot{y})^{2}$,

$$
\begin{equation*}
\sin \psi_{1 n}=\left[\frac{K a^{2}}{12 Q_{22}}+\frac{1}{2}\right]^{1 / 2} \tag{3.132}
\end{equation*}
$$

From (3.131) we have

$$
\begin{align*}
\frac{d \psi}{d t} & =\left[K+\frac{6 Q_{22}}{a^{2}}-\frac{12 Q_{22}}{a^{2}} \sin ^{2} \psi\right]^{1 / 2} \\
& =\left[\frac{12 Q_{22}}{a^{2}}\left(\sin ^{2} \psi_{m}-\sin ^{2} \psi\right)\right]^{1 / 2} \tag{3.133}
\end{align*}
$$

On defining

$$
\begin{equation*}
k^{2}=1 / \sin ^{2} \psi_{m} \tag{3.134}
\end{equation*}
$$

shifting $d t$ and functions of $\psi$ to opposite sides of the equation, and integrating, (3.133) becomes

$$
\begin{equation*}
t=\frac{a k}{\left(12 Q_{22}\right)^{1 / 2}} \int_{0}^{\psi} \frac{d \psi}{\left[1-k^{2} \sin ^{2} \psi\right]^{1 / 2}}=\frac{a k}{\left(12 Q_{22}\right)^{1 / 2}} F(k, \psi) . \tag{3.135}
\end{equation*}
$$

$F$ is the elliptic integral of the first kind, which for cases where $k<1$ are discussed at length in textbooks such as Hancock (1917). For the interesting
cases in the present problem that involve libration, $k>1$. In order to evaluate the resulting integral, we use the transformation

$$
\begin{equation*}
F(k, \psi)=\frac{1}{k} F\left[\frac{1}{k}, \sin ^{-1}(k \sin \psi)\right] . \tag{3.136}
\end{equation*}
$$

Therefore a complete cycle of the elliptic integral $F$ in $(3.135)$ is $(4 / k) F(1 / k, \pi / 2)$, and the time $T$ for a complete period will be

$$
\begin{equation*}
T=\frac{2 a}{\left(3 Q_{23}\right)^{1 / 2}} F\left(\frac{1}{k}, \frac{\pi}{2}\right) . \tag{3.137}
\end{equation*}
$$

If $k$ is greater than unity, and the initial longitude $\lambda_{0}$ is close enough to the stable point $\lambda_{22} \pm \pi / 2$, sin $\psi$ must vary between the limits $\pm(1 / k)$; thus, the satellite will librate about the minimum longitude $\lambda_{22}+\pi / 2$. If $k$ is less than unity or if the initial longitude $\lambda_{0}$ is outside the limits of libration, $\psi$ may have any value: that is, the satellite will drift all the way around the earth. Considering that the satellite mean motion $n^{\prime}$ must be greater than the earth's rotation rate $\dot{\theta}$ inside the zone of possible resonance, and less outside this zone, we can draw a selematic pieture of the areas of libration in an earth-fixed reference frame, as shawn in ligure 5 .

An analysis of resonance can also be made similar to the Von Zeipel method of Equations (3.83)-(3.105). In order to remove the explicit appearance of time through the angle 0 in the disturbing function (3.123), the third angle variable $q_{3}$ can be made:

$$
\begin{equation*}
h=\Omega-0 \tag{3.13.8}
\end{equation*}
$$

Then in order for the equations of motion (3.83) to apply, 0 H must be added to the force function $F$. By taking only the $l m=22$ term from the disturbing function (3.123), replacing $\cos 2\left(\omega+\Omega+h-\lambda_{22}\right)$ by $2 \cos ^{2}(\omega+\Omega+$ $\left.h-\lambda_{22}\right)-1$, and breaking down $F$ by magnitude in accordance with (3.102), we get

$$
\begin{align*}
& F_{0}=\mu^{2} / 2 L^{2}+\dot{\theta} H, \\
& F_{1}=2 Q_{22} \cos ^{2}\left(\omega+M+h-\lambda_{22}\right),  \tag{3.139}\\
& F_{2}=-Q_{22}
\end{align*}
$$

If we develop the Von Zeipel transformation as in (3.105), we get

$$
\left.\begin{array}{r}
F_{0}  \tag{3.140}\\
+\frac{\partial F_{0}}{\partial L^{\prime}} \frac{\partial S_{1}}{\partial M}+\frac{\partial F_{0}}{\partial H^{\prime}} \frac{\partial S_{1}}{\partial h}+\frac{1}{2} \frac{\partial^{2} F_{0}}{\partial L^{\prime 2}}\left(\frac{\partial S_{1}}{\partial M}\right)^{2}+F_{1} \\
+\frac{\partial F_{0}}{\partial L^{\prime}} \frac{\partial S_{2}}{\partial M}+\frac{\partial F_{0}}{\partial H^{\prime}} \frac{\partial S_{2}}{\partial h}
\end{array}\right]=\begin{aligned}
& F_{0}^{\prime} \\
& +F_{?}^{\prime}
\end{aligned}
$$

Here $F_{1}^{\prime}$ does not appear on the right of ( 3.140 ) since the corresponding part of $F$ is entirely periodic, and hence must be absorbed by $S_{1} . \partial S_{1} / \partial M$ and $\partial S_{1} / \partial h$ are equal, since $M$ and $h$ appear only as a sum $(M+h)$. The phenomenon of resonance thus appears in the form of a very small coefficient to this derivative since, from (3.139), (3.46), and (3.20), $\partial F_{0} / \partial L^{\prime}$ is the negative


Figure 5. Near 24-hour orbit peths in an sarth-fixed reforence frame.
of the mean motion, $-n^{\prime}$. It is for this reason that the change from (3.105) was made in ( 3.140 ) of shifting the $\left(\partial S_{1} / \partial M\right)^{2}$ term to the second line. On substituting $\psi$ as defined by (3.130) and (3.125), the second line becomes

$$
\begin{equation*}
\left(\dot{\theta}-n^{\prime}\right) \frac{\partial S_{1}}{\partial \psi}+\frac{3 n^{\prime}}{2 L^{\prime}}\left(\frac{\partial S_{1}}{\partial \psi}\right)^{2}+2 Q_{22} \sin ^{2} \psi=0 \tag{3.141}
\end{equation*}
$$

Solving the quadratic equation (3.141) for $\partial S_{1} / \partial \psi$ and integrating, we get

$$
\begin{equation*}
S_{1}=-\left(\dot{\theta}-n^{\prime}\right)(\psi \pm E) L^{\prime} / 3 n^{\prime} \tag{3.142}
\end{equation*}
$$

where

$$
\begin{equation*}
E=E(k, \psi)=\int_{0}^{\psi}\left(1-k^{2} \sin ^{2} \psi\right)^{1 / 2} d \psi, \tag{3.143}
\end{equation*}
$$

the elliptic integral of the second kind, in which the modulus is

$$
\begin{equation*}
k^{2}=\frac{12 Q_{22} n^{\prime}}{\left(0-n^{\prime}\right)^{2} L^{\prime}} . \tag{3.144}
\end{equation*}
$$

For the longitude $\lambda_{\Lambda}$ with respect to an earth-fixed point, (3.104) can be applied, taking derivatives of the determining function with respect to $L^{\prime}, G^{\prime}, H^{\prime}$. After considerable algebra and eliminating minor terms, a result similar to (3.137) is obtained.
The method developed in (3.121)-(3.137) is most similar to that of Allan (1963). Morando (1963) has applied the Von Zeipel transformation to the problem, as outlined by (3.138)-(3.144).

Another case of possibly significant approach to resonance in accordance with (3.117) that has been suggested is

$$
\begin{equation*}
\text { (i) }+\dot{M}+m(\Omega)-0) \approx 0 . \tag{3,145}
\end{equation*}
$$

For moderate eccentricities ( $l-2 p$ ), and hence $l$, must be odd. The semimajor axis must satisfy the condition

$$
\begin{equation*}
a=\left[\frac{\mu}{n^{2}}\right]^{1 / 3}=\left[\frac{\mu}{(m \dot{\theta})^{2}}\right]^{1 / 3} \approx\left[\frac{17}{m}\right]^{2 / 3} a_{e}>a_{e} . \tag{3.146}
\end{equation*}
$$

Since $l \geq m$, and since $a^{-(l+3 / 2)}$ appears in the perturbation equations (3.76), higher values of $m$ would appear to be more effective, despite the drop off in magnitude of the coefficients with increase in $l$. Then, for a particular

$$
\begin{equation*}
m \approx 17\left[\frac{a_{t}}{a}\right]^{3 / 2}, \tag{3.147}
\end{equation*}
$$

the disturbing function after (3.70) will be

$$
\begin{equation*}
R=\frac{\mu a_{e}^{m+1-k}}{a^{m+2-k}} \sum_{j=0}^{\infty}\left(\frac{a_{e}}{a}\right)^{2 j} F_{l m p}(i) G_{l y 0}(e) S_{l m p 0}, \tag{3.148}
\end{equation*}
$$

where

$$
\begin{align*}
k & =m(\bmod 2), \\
l & =m+2 j+1-k,  \tag{3.149}\\
p & =(m-k) / 2+j .
\end{align*}
$$

For example, for $a \approx 1.196 a_{2}$, we have $m=13 ; l=13,15,17, \cdots$; and $p=6,7,8, \cdots$.

Since $\dot{\theta}$ is one cycle per day, for any satellite there will be at least one term of a period of two days or more. Hence, the second-order term in the anomaly $\Lambda_{2} M$ from (3.115) becomes dominant because the rate is squared in the denominator. Then for the perturbation along track, from (3.115) and (3.76),
$\Delta \lambda=\Delta \Omega \cos i+\Delta\left(\mu+\Delta_{1} M+\Delta_{2} M\right.$
$=\frac{\mu a_{e}^{m+1-k}}{a^{m+4-k}[\omega+\dot{M}+m(\Omega-\dot{\theta})]} \sum_{j=0}^{\infty}\left(\frac{a_{e}}{a}\right)^{2 i j} F_{l m p} \bar{S}_{l m p 0}$

$$
\begin{equation*}
\times\left\{\frac{1}{n}\left[H(e) \frac{\partial G_{l p 0}}{\partial e}+2(l+1) G_{l p 0}\right]-\frac{3 G_{l p 0}}{[\dot{\omega}+\dot{M}+m(\Omega)-\dot{\theta})]}\right\}, \tag{3.150}
\end{equation*}
$$

where

$$
\begin{equation*}
H(e)=\frac{\sqrt{1-e^{2}}-\left(1-e^{2}\right)}{e}=\frac{e}{2}-\frac{3 e^{3}}{8}-\frac{5 e^{5}}{16}-\cdots \tag{3.151}
\end{equation*}
$$

Since they have opposite signs within the brackets, a rate $[\dot{\omega}+\dot{M}+$ $m(\dot{\Omega}-\dot{\theta})]$ having the opposite sign from the mean motion $n$ would yield the greatest effect.

### 3.7. Miscellancous Effects

In addition to the perturbations caused by the variations of the earth's gravitational field, close satellite orbits will also be perturbed by the gravitational attractions of the sun and moon; the radiation pressure of the sun; and the drag of the atmosphere. These effects may be particularly significant in analyzing long period and secular variations to determine zonal harmonics. The gravitational perturbations resulting from the sun and moon can be developed analytically in a manner very similar to (3.76). Because the effect of the earth's shadow is most important in the radiation pressure perturbations and makes their analytical solution rather awkward, numerical integration or numerical harmonic analysis is normally applied.

It is even more complicated to calculate the orbital perturbations resulting from drag using a model of the upper atmosphere; therefore numerical methods are also indicated. However, in this case there is an additional difficulty in that even the best of atmospheric models are inadequate to account for much of the significant variation in density; thus it becomes pointless to make elaborate calculations of perturbations by the model. Instead, a few parameters expressing the principal drag perturbations are usually determined from the orbital tracking data itself, and some second-order effects calculated from these parameters.

At the altitudes of geodetically useful satellites, the force of drag can be expressed by

$$
\begin{equation*}
F_{d}=\frac{C_{D}}{2} A \rho v^{2}, \tag{3.152}
\end{equation*}
$$

where $C_{D}$, about 2.4 , depends on the shape of the satellite and the manner of reflection of the air molecules; $A$ is the cross-sectional area; $\rho$ is the atmospheric density; and $v$ is the velocity of the satellite relative to the atmosphere. The drag force vector is always directed contrary to the velocity vector, and hence its effect is not "averaged out" by the rotation of the earth or of the orbit, as are the gravitational effects. Consequently, there is an energy loss which results in a contraction of the orbit and a specding up of the satellite to counteract the increased gravitational pull, in accordance with K.cpler's law, (3.20). This speeding up causes the drag perturbations to appear in the mean anomaly much more than in any other of the Keplerian clements, and hence the arbirary parameters approximating the drag (plus, usually, radiation pressure) effects are usually coefficients $M_{i}$ of a power series with respect to time of the mean anomaly,

$$
\begin{equation*}
\Delta M_{l a}=\sum_{j=2}^{j \max } M_{j}\left(t-t_{0}\right)^{j} . \tag{3.153}
\end{equation*}
$$

The series starts with $M_{2}$ because $M_{0}$ is one of the constants of integration and $M_{1}$ is indistinguishable from $a_{0}$ because of Kepler's law, (3.20). Equation (3.20) also gives the drag perturbations of the semimajor axis consequent to (3.153),

$$
\begin{equation*}
\Delta a_{d}=-\frac{2 a^{5 / 2}}{3 \mu^{1 / 2}} \sum_{j=2}^{j \max } j M_{j}\left(t-t_{0}\right)^{j-1} . \tag{3.154}
\end{equation*}
$$

The atmospheric density decreases rapidly with altitude; so much so, that even for rather moderate eccentricities the drag can be considered almost as an impulse at perigee. Hence the energy loss can be related directly to the perigee radius $r_{p}$; from (3.25)

$$
\begin{equation*}
\Delta v^{2}=2 \Delta T_{p}^{2}=\mu \Delta\left[\frac{2}{r_{p}}-\frac{1}{a}\right]=\mu \Delta\left[\frac{(1+e)}{a(1-e)}\right] \tag{3.155}
\end{equation*}
$$

Since $\Delta T_{p}^{2}<0$ and $\Delta a<0$, necessarily $\Delta e<0$. To the first approximation $r_{p}$ is constant, since there will not be change at right angles to an imposed
force. On assuming $r_{p}$, to be constant, we get

$$
\begin{align*}
0 & =\Delta a_{d}(1-e)-a \Delta e_{d} \\
\Delta e_{d} & =\frac{\Delta a_{d}}{a}(1-e) \\
& =-\frac{2 l^{3 / 2}}{3 \mu^{1 / 2}}(1-e) \sum_{j} j M_{j}\left(t-t_{0}\right)^{j-1} \tag{3.156}
\end{align*}
$$

The rate of motion of the node and perigec catsed by the oblateness $C_{z o}$, or $J_{2}$, depends on the semimajor axis and eceentricity e. Ilence, there with be an accelemation of the node and perigee due to a change in a, $e$ :

$$
\begin{equation*}
\Delta \Omega_{l l}=\int \Delta \dot{Q_{d}} d l=\int\left[\frac{\partial \dot{\dot{Q}^{\prime}\left(C_{20}\right)}}{\partial l} \Delta a_{l d}+\frac{\partial \dot{Q}\left(C_{v 0}\right)}{\partial_{e}} \Delta e_{d l}\right] d l . \tag{3.157}
\end{equation*}
$$

I:valuating $S\left(C_{20}\right)$, $\quad$ ( $\left(C_{20}\right)$ by ( 3.74 ), substitating from (3.154) and (3.156) For $\Delta v_{d}, \Delta c_{c^{\prime}}$ and integrating, we ged

$$
\begin{align*}
& \Delta \Omega_{d}=\frac{\cos i}{2\left(1-e^{2}\right)^{2}}\left[\frac{7-e}{1+e}\right] C_{20}\left(\frac{a_{6}}{a}\right)^{2} \Delta M_{d} \\
& \Delta \omega_{d}=\frac{4-5 \sin ^{2} i}{4\left(1-e^{2}\right)^{2}}\left[\frac{7-e}{1+e}\right] C_{20}\left(\frac{a_{b}}{a}\right)^{2} \Delta M_{d} \tag{3.158}
\end{align*}
$$

In addition to the variations caused by atmospheric density expressed by (3.153), (3.154), (3.156); and (3.158), there are variations in the motion of the atmosphere that affect the orbit, since the velocity $v$ in (3.145) is rclative to the atmosphcre. Such variations of motion appear most clcarly in the inclination, which is unaffected by density variations. In particular, most orbits show secular decrease in the inclination, as would be expected if the atmosphere rotated with the earth, but at a rate fluctuating appreciably from that indicating a uniform rotation. Hence a treatment for the cffects of variations in atmospheric motion starting from a polynomial for the inclination similar to (3.153)-(3.158) could be developed.

The treatment of drag is the most unsatisfactory part of satellite orbit dynamics. Short-term variations which are of significance in determining tesseral harmonics and station position shifts must be treated as a statistical problem, as discussed in Chapter 5. Long-term variations in the semimajor axis, eccentricity, and inclination must either be taken into account along the lines of (3.154) or averaged out carcfully in using the changes in node $\Delta \Omega$ and pcrigee $\Delta \omega$ to determine zonal harmonics. For a detailed description
of the dynamical theory of drag perturbations mainly to determine atmospheric properties, see the text by King-Hele (1964) and the review by Jacchia (1963).

### 3.8. Summary

The purpose of this chapter has been to develop the theory of closesatellite orbits as part of the geodetic enviromment-that is, to describe a particular phenomenon comected with the carth's gravity field. Hence the discussion has not been a comptete overall treatment of the subjeet of close salellite orbits, but rather has emphasized those aspects of peculiar interest to geodesy, such as the devetopment of the disturbing function for spherical harmonic variations in the gravitational field, and has neglected other aspeets of lesser interest. It atso has gone further into basie theory than is perhaps necessary for practical application, in order to improve understanding and to furnish a basis for more effective treatment of special problems such as 24 -hour orbits.
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## 4

## GEOMETRY OF SATELLITE OBSERVATIONS

### 4.1. General

Thus far, there has been developed the theory of the motion of a particle in the earth's gravitational field, without reference to any observer. The only geometry introduced has been that neeessary to the transformations of the potential and to the dynamics of the orbit. In this chapter we discuss the geometry pertaining to observation of the satellite; develop differential relationships for all quantities affecting observations; and consider variations in the reference frame, the medium through which observations are made, and so on.

### 4.2. Coordinate Transformations

In Chapter 2, we used a rectangular-coordinate system $\{u, v, w\}$ fixed in the earth. In geodesy, however, the ellipsoidal coordinates $\phi$ (latitude), $\lambda$ (longitude), and $h$ (altitude) are more commonly used. We are therefore interested in relating these ellipsoidal coordinates to the rectangular coordinates. Figure 6 shows a meridional section through the rotation ellipsoid. Substituting $p^{2}$ for $u^{2}+v^{2}$, we have from (1.44) or (3.8)

$$
\begin{equation*}
\frac{p^{2}}{a^{2}}+\frac{w^{2}}{b^{2}}=1 \tag{4.1}
\end{equation*}
$$

where $a$ is the equatorial and $b$ is the polar semiaxis of the ellipsoid. Then from the figure and (4.1),

$$
\begin{equation*}
\tan \phi=-\frac{d p}{d w}=\frac{a^{2}}{b^{2}} \cdot \frac{w}{p}=\frac{w}{p\left(1-e^{2}\right)} \tag{4.2}
\end{equation*}
$$



Figure: 6. Meridian cllipse.
where ${ }^{\circ}$ is the eceentricity delined in Figure 2. Also from Figure 6,

$$
\begin{equation*}
\cos \phi=p / v, \tag{4.3}
\end{equation*}
$$

whence

$$
\begin{equation*}
\sin \phi=\frac{w}{\eta\left(1-e^{2}\right)} . \tag{4.4}
\end{equation*}
$$

Returning to the ellipsoid, and allowing for the altitude $h$, we have

$$
\mathbf{u}=\left\{\begin{array}{l}
u=(v+h) \cos \phi \cos \lambda,  \tag{4.5}\\
v=(y+h) \cos \phi \sin \lambda, \\
w=\left[v\left(1-e^{2}\right)+h\right] \sin \phi .
\end{array}\right.
$$

In order to define $\nu$, use (4.3) and (4.1) again to get

$$
\begin{equation*}
v^{2} \cos ^{2} \phi=p^{2}=-\frac{a^{2}}{b^{2}} w^{2}+a^{2} . \tag{4.6}
\end{equation*}
$$

Then, from (4.4) and (4.6),

$$
\begin{equation*}
\nu^{2}\left(1-\sin ^{2} \phi\right)=-\frac{1}{1-e^{2}} \nu^{2}\left(1-e^{2}\right)^{2} \sin ^{2} \phi+a^{2}, \tag{4.7}
\end{equation*}
$$

whence

$$
\begin{equation*}
\nu=\frac{a}{\left(1-e^{2} \sin ^{2} \phi\right)^{1 / 2}} . \tag{4.8}
\end{equation*}
$$

Finally, to relate the eccentricity and the flattening, we have

$$
\begin{align*}
e^{2} & =\frac{a^{2}-b^{2}}{a^{2}}=\left(\frac{a-b}{a}\right)^{2}+2 \frac{a b-b^{2}}{a^{2}} \\
& =f^{2}+2(1-f) f \\
& =2 f-f^{2} . \tag{4.9}
\end{align*}
$$

In all the relationships developed so far, a coordinate origin at the center of the earth has been used. However, for use with observations from a station at geodetic location $\mathbf{u}_{0}=\left(u_{0}, v_{0}, w_{0}\right)$, a translation from the center of the earth to the location is required. Using the subscript $T$ to denote "topocentric" coordinates referred to such a point, we have

$$
\begin{equation*}
\mathbf{x}_{T^{\prime}}=\mathbf{R}_{w u} \mathbf{u}_{\psi_{T}}=\mathbf{R}_{w u}\left(\mathbf{u}-\mathbf{u}_{0}\right) \tag{4.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{x}_{T^{\prime}}=\mathbf{R}_{x q} \mathbf{q}-\mathbf{R}_{3}(-0) \mathbf{u}_{0}, \tag{4.11}
\end{equation*}
$$

where $\mathrm{R}_{x,}$ is defined by (2.32) and $\mathrm{R}_{3}(-0)$ by (2.24).
In order to obtain relative velocities, or ratc-of-change of topocentric coordinates, the rotation of the carth, which catuses the station to move with respect to incrial axes, must be taken into account as well as the motion of the satellite:

$$
\begin{equation*}
\dot{\mathbf{x}}_{x}=\mathbf{R}_{x a} \dot{\mathbf{q}}-\frac{\partial \mathbf{R}_{x, u}}{\partial \theta} \mathbf{u}_{0} \dot{\theta} \tag{4.12}
\end{equation*}
$$

where $\dot{q}$ is given by (3.24). Equation (4.12) applies regardless of whether or not the orbit is perturbed. Even though the Kcplerian clements may all have nonzero rates of change, only the accelcration is affected, since the total velocity is represented by the $\dot{x}_{i}$ in (3.26), which is completely accounted for by the osculating Keplerian elements in a transformation such as that at end of Section 3.1. Alternatively, velocity can be referred to carth-fixed coordinates:

$$
\begin{equation*}
\dot{\mathbf{u}}_{T^{\prime}}=\mathbf{R}_{u q} \dot{\mathbf{q}}+\frac{\partial \mathbf{R}_{u!}}{\partial \theta} \mathbf{q} \dot{\mathbf{0}} \tag{4.13}
\end{equation*}
$$

For the range $r$ from a station to a satellite, by using the sum of squares of the rectangular coordinates, $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$, we have

$$
\begin{equation*}
r=\left[\mathbf{x}_{T}^{T} \mathbf{x}_{X}\right]^{1 / 2} . \tag{4.14}
\end{equation*}
$$

Then for range rate, if we differentiate (4.14), and use (4.12) we get

$$
\begin{align*}
\dot{r} & =\frac{\partial r}{\partial x_{i}} \dot{x}_{i} \\
& =\mathbf{x}_{T}^{T}\left[\mathbf{R}_{x u} \dot{\mathbf{q}}-\frac{\partial \mathbf{R}_{x u}}{\partial \theta} \mathbf{u}_{0} \delta\right] \frac{1}{r} . \tag{4.15}
\end{align*}
$$

For different types of observations, rotations to other coordinate systems shown in Figures 7 and 8 are convenient. The appropriate rotations can be deduced from Figures 7 and 8 by making one-at-a-time rotations in the same manner as was applied in deriving (2.24)-(2.30) and using the rules in (2.6) to write the rotation matrices. For coordinate p, with the 3 -axis toward an inertially-fixed point of right ascension $\alpha$ and of declination $\delta$ (as would be appropriate for a photograph of a satellite against the stellar background), we have

$$
\begin{align*}
\mathbf{p}_{T} & =\mathbf{R}_{p x} \mathbf{x}_{T}=\mathbf{R}_{3}\left(\frac{\pi}{2}\right) \mathbf{R}_{2}\left(\frac{\pi}{2}-\delta\right) \mathbf{R}_{3}(\alpha) \mathbf{x}_{T} \\
& =\left[\begin{array}{ccc}
-\sin \alpha, & \cos \alpha, & 0 \\
-\sin \delta \cos \alpha, & -\sin \delta \sin \alpha, & \cos \delta \\
\cos \delta \cos \alpha, & \cos \delta \sin \alpha, & \sin \delta
\end{array}\right] \mathbf{x}_{T} . \tag{4.16}
\end{align*}
$$

For coordinates 1 with the 3 -axis toward the local zenith $(\phi, \lambda)$, we have

$$
\begin{equation*}
\mathbf{l}_{T}=\mathbf{R}_{l u} \mathbf{u}_{T}=\mathbf{R}_{3}\left(\frac{\pi}{2}\right) \mathbf{R}_{2}\left(\frac{\pi}{2}-\phi\right) \mathbf{R}_{3}(\lambda) \mathbf{u}_{T} . \tag{4.17}
\end{equation*}
$$

If we are not concerned with orbital dynamics, the satellite can be treated merely as an elevated point, and the photograph itself can be used to obtain the orientation; a purely local coordinate system can be used rather than the externally referred $u_{T}$ or $\mathbf{x}_{T}$. For a photograph of the satellite from the ground, the coordinate convention of terrestrial photogrammetry, shown in Figure 9, can be written as

$$
\begin{equation*}
\mathbf{b}_{T}=\mathbf{R}_{3}\left(x-\frac{\pi}{2}\right) \mathbf{R}_{2}\left(\frac{\pi}{2}-z\right) \mathbf{R}_{1}\left(-A-\frac{\pi}{2}\right) \mathbf{R}_{2}\left(-\frac{\pi}{2}\right) \mathbf{1}_{n} \tag{4.18}
\end{equation*}
$$

where $x$ is the swing, or roll, angle; $z$ is the zenith distance; and $A$ is the azimuth, measured clockwise from north. The coordinates of the image on a photograph taken by a camera of focal length $f$ will then be $f b_{1} / b_{3}$ and $f b_{2} / b_{3}$. For a photograph taken from the satellite of the ground, the convention of aerial photogrammetry, shown in Figure 10, can be written as

$$
\begin{equation*}
\mathbf{b}_{T}=\mathbf{R}_{3}\left(\frac{\pi}{2}+s\right) \mathbf{R}_{2}\left(\frac{\pi}{2}-t\right) \mathbf{R}_{1}\left(\frac{\pi}{2}-A\right) \mathbf{R}_{2}\left(-\frac{\pi}{2}\right) \mathbf{m}_{T} \tag{4.19}
\end{equation*}
$$

where $s, t$, and $A$ are known, respectively, as the swing, tilt, and azimuth. In the next section, in deriving differential relationships for use in observation equations, we shall refer back to Equations (4.14)-(4.19).


Figure 7. Rotations from inertially-fixed to camera-axis coordinate systems.


Figure 8. Rotations from earth-fixed to local coordinate systems.


Figure 9. Terrestrial photogrammetric coordinate rotations.


Figure 10. Aerial photogrammetric coordinate rotations.

### 4.3. Differential Relationships and Observation Equations

In order to apply the effects of known corrections to calculated directions, ranges, range-rates, and so on, that are to be compared to observations, or to determine these corrections from observations, we need to know the differential relationships of the directions, etc., to the parameters to be corrected.

In cases in which the satellite orbit dynamics are used, the intermediary coordinates used for all types of observations are the position and velocity in inertially referred rectangular coordinates $\mathbf{x}$ and $\dot{\mathbf{x}}$. Hence we require the partial derivatives of these coordinates with respect to the parameters determining the orbit: the six constants of integration; $k M, J_{2}$, and the smaller coefficients $C_{i m}, S_{l m}$ of the gravitational field; and any parameters used to define a model of atmospheric drag or radiation pressure. In Chapter 3 all variations of the satellite position were expressed through the osculating Keplerian elements $\{a, e, i, M, \omega, \Omega\}$, hence we first require the partial derivatives $\mathbf{x}$ and $\dot{\mathbf{x}}$ with respect to these variables. For $\partial \mathbf{x} / \partial \mathrm{s}$, by differentiating (4.11) we have

The derivatives of $\mathbf{R}_{x q}$ can be obtained by straightforward differentiation of (2.32), or by differentiating the appropriate components in turn of the matrix product, (2.31). For example, we have

$$
\begin{gather*}
\frac{\partial \mathbf{R}_{x q}}{\partial \Omega}=\frac{\partial \mathbf{R}_{3}(-\Omega)}{\partial \Omega} \mathbf{R}_{1}(-i) \mathbf{R}_{3}(-\omega) \\
=\left[\begin{array}{ccc}
-\sin \Omega & -\cos \Omega & 0 \\
\cos \Omega & -\sin \Omega & 0 \\
0 & 0 & 0
\end{array}\right] \mathbf{R}_{1}(-i) \mathbf{R}_{\mathrm{j}}(-\omega)  \tag{4.21}\\
=\left\{\begin{array}{ccc}
-\sin \Omega \cos \omega-\cos \Omega \cos i \sin \omega, & \sin \Omega 2 \sin \omega-\cos \Omega \cos i \cos \omega, & \cos \Omega \sin i \\
\cos \Omega \cos \omega-\sin \Omega \cos i \sin \omega, & -\cos \Omega \sin \omega-\sin \Omega \cos i \cos \omega, & \sin \Omega \sin i \\
0 & 0 & 0
\end{array}\right\}
\end{gather*}
$$

In getting derivatives of $\mathbf{q}$, care must be exercised that the dependence on the eccentricity through the eccentric anomaly $E$ or the true anomaly $f$ and range $r$ are taken into account. On differentiating (3.13) and (3.14), and
using $\partial E / \partial e$ from (3.19), we obtain

For the differmial of the velocily de, in terms of the osculating efements, diflerentiate (4.12) :

$$
d \dot{\mathbf{x}}=\left[\frac{\partial \mathbf{R}_{v \underline{u}}}{\partial(\Omega, i,(u)} \mathbf{q}: \mathbf{R}_{\alpha z} \frac{\partial(a, c, M)}{\partial(a, c}\right]\left[\begin{array}{c}
d \Omega 2  \tag{4.23}\\
d i \\
d(1) \\
d a \\
d c \\
d M
\end{array}\right]
$$

of which the only new component is, from (3.24),

$$
\frac{\partial \dot{\mathbf{q}}}{\partial(a, c, M)}
$$

$$
=\left\{\begin{array}{ccc}
-\dot{q}_{1} / 2 a, & \dot{q}_{1}\left(\frac{a}{r}\right)^{2}\left[2\left(\frac{q_{1}}{a}\right)+\frac{e}{1-e^{2}}\left(\frac{q_{2}}{a}\right)^{2}\right], & -n\left(\frac{a}{r}\right)^{3} q_{1}  \tag{4.24}\\
-\dot{q}_{2} / 2 a, & \frac{n}{\sqrt{1-e^{2}}}\left(\frac{a}{r}\right)^{2}\left[\frac{q_{1}^{2}}{r}-\frac{1}{a\left(1-e^{2}\right)} q_{2}^{3}\right], & -n\left(\frac{a}{r}\right)^{3} q_{2} \\
0 & 0 & 0
\end{array}\right\} .
$$

As discussed in Chapter 3, the osculating elements $\{a, e, i, M, \omega, \Omega\}$ are functions of the constants of integration, the parameters of the gravitational
field, $k M$ and the coefficients $C_{l m}$ and $S_{l m}$, and other parameters expressing the effects of the atmosplere, radiation pressure, and so on. To obtain the partial derivatives with respect to constants of integration that are "mean" Keplerian elements-- mamely, having no periodie perturbations, such as the parameters $\left\{u_{0}^{\prime \prime}, e_{0}^{\prime \prime}, i_{0}^{\prime \prime}, M_{0}^{\prime \prime}, w_{0}^{\prime \prime}, S_{0}^{\prime \prime}\right\}$ of the finat intermediary defined by the canonical transformation process of (3.105)-(3.113)--we may use the simplest possible expression of the orbit: the ellipse with constant $a, e, i$ and node and perigee precessing due to the effect of the oblateness $C_{20}$ ats given by (3.74). Thus,

$$
\left.\frac{\partial\left(a, e^{,}, i\right)}{\partial\left(a_{10}^{\prime \prime}, c_{0}^{\prime \prime}, i_{0}^{\prime \prime}\right)}=\mathbf{1}, \frac{\partial\left(a, e_{1}, i\right)}{\partial\left(M_{0,}^{\prime \prime}, \omega_{0}^{\prime \prime},\right.}=\mathbf{\Omega} \Omega_{0}^{\prime \prime}\right) \quad=\frac{\partial(M, \omega, \Omega)}{\partial\left(M_{0}^{\prime \prime}, \omega_{0}^{\prime \prime}, \Omega_{0}^{\prime \prime}\right)}=\mathbf{I},
$$

and

$$
\begin{aligned}
& \text { O(M, ( } 3, \text { S }) \\
& \partial\left(a_{0}^{i,}, i_{0,}^{\prime \prime}, i_{0}^{\prime \prime}\right)
\end{aligned}
$$

Equation (4.25) is obtained by differentiating (3.74), and the $\partial n / \partial a_{0}^{\prime \prime}$ of $-3 n / 2 a$ by differentiating Kepler's third law, (3.20). $\Delta t$ in (4.25) is the time difference between the instant of observation and the epoch to which the elements $a_{0}^{\prime \prime}, e_{0}^{\prime \prime}, i_{0}^{\prime \prime}$ refer. If this time difference $\Delta t$ is such that the elements in (4.25) other than $-3 n / 2 a$ are small compared to unity-less than 10 days or so-these elements may be neglected.

For the partial derivatives with respect to constants of integration which are osculating Keplerian elements at epoch $\dot{a}_{0}, e_{0}, i_{0}, M_{0}, \omega_{0}, \Omega_{0}$, an additional Jacobian $\partial\left(a_{0}^{\prime \prime}, e_{0}^{\prime \prime}, i_{0}^{\prime \prime}, M_{0}^{\prime \prime}, \omega_{0}^{\prime \prime}, \Omega_{0}^{\prime \prime}\right) / \partial\left(a_{0}, e_{0}, i_{0}, M_{0}, \omega_{0}, \Omega_{0}\right)$ must be applied to the right of (4.25). The off-diagonal elements of this array will be derivatives of periodic perturbations, and hence will contain $C_{20}$ as a factor. Therefore they will be significant only where their multiplier (4.25) may be large compared to unity: namely, $\partial M / \partial a_{0}^{\prime \prime}$. So for the partial derivative of the mean anomaly $M$ with respect to any osculating element $s_{i 0}$ at epoch there must be added

$$
-\frac{3 n}{2 a} \Delta t \frac{\partial \Delta a_{20}}{\partial s_{i 0}},
$$

where, from (3.76), assuming only $\dot{M}$ significant in the denominator,

$$
\Delta a_{20}=\frac{2 a_{e}^{2} C_{20}}{a} \sum_{p \eta \neq 10} F_{20 p} G_{2, p q} \cos \left\{(2-2 p) \omega_{0}+(2-2 p+q) M_{0}\right\} .
$$

For the partial derivatives of the osculating elements with respect to the coefficients of the gravitational field, (3.76) would be used. For example, substituting from (3.71) for $S_{1, \ldots, m}$, we obtain

$$
\begin{align*}
\frac{\partial a}{\partial C_{l m}} & \left.=\mu a_{e}^{l} \sum_{j, q} \frac{2 F_{l m p} C_{(p a}(l-2 p+q)}{l+2}[(l-2 p) \dot{U}+(l-2 p+q) M+m(\Omega)-0)\right] \\
& \left.\times\left[\begin{array}{c}
\cos \\
\sin
\end{array}\right]_{(l-m) \text { odd }}^{(l-m) \text { even }}[l-2 p) \omega+(l-2 p+q) M+m(\Omega-\theta)\right] . \tag{4.26}
\end{align*}
$$

Because the magnitude of the effects of the coefficients $C_{l m}, S_{l m}$ on the elements and the variations in $a, e, i$ are both small, we can write the partial derivatives such as (4.26) as a sum of sinusoidal functions with constant coeflicients and arguments having a constant rate of change with respect to time:

$$
\begin{align*}
& \frac{\partial s_{i}}{\partial\left(C_{l m} \text { or } S_{l m}\right)}=\sum_{p . l} K_{i t m m q}(a, e, i)\left[\begin{array}{c}
\cos \\
o r \\
\sin
\end{array}\right]\left[(l-2 p)\left(\omega_{0}+\dot{\omega} \Delta t\right)\right. \\
& \left.\quad+(l-2 p+q)\left(M_{0}+\dot{M} \Delta t\right)+m\left(\Omega_{0}+\Omega \Delta t-0_{0}-0 \Delta t\right)\right] \tag{4.27}
\end{align*}
$$

where, for example, for $s_{i}=a$,

$$
K_{i l m p q}=\mu a_{c}^{l} \frac{2 F_{l n, \eta} G_{l p q}(l-2 p+q)}{\left.n a^{l+2}\{(l-2 p) \dot{\omega}+(l-2 p+q) M+m(\Omega)-\theta)\right\}} .
$$

Equation (3.76), on which (4.27) is based, was derived on the assumption that the perturbations by the gravity field are forced oscillations superimposed on a secularly moving ellipse. Hence (4.27) is valid in cases in which the constants of integration do not include perturbations, that is, "mean" elements such as the parameters of the final intermediary defned by the canonical transformation process of (3.105)-(3.113).

If, however, the manner of calculating the orbit uses constants of integration that inclute the effects of perturbations, as would be the case in a mumerical integration starting from osculating elements or position and velocity at epoch, then the effect of the perturbation at epoch must be subtracted
out; that is, (4.27) must be replaced by

$$
\begin{align*}
\frac{\partial s_{i}}{\partial\left(C_{l m} \text { or } S_{l m}\right)}= & \sum_{p, q}\left\{K _ { i l m p q } ( a , e , i ) [ \begin{array} { c } 
{ \operatorname { c o s } } \\
{ \text { or } } \\
{ \operatorname { s i n } }
\end{array} ] \left[(l-2 p)\left(\omega_{0}+\omega \Delta t\right)\right.\right. \\
& \left.+(l-2 p+q)\left(M_{0}+\dot{M} \Delta t\right)+m\left(\Omega_{0}+\Omega \Delta t-0_{0}-\dot{0} \Delta t\right)\right] \\
& -\sum \frac{\partial s_{i}}{\partial s_{j 0}} K_{j l m m, m}\left(a,(c, i)\left[\begin{array}{c}
c \cos \\
o r \\
\sin
\end{array}\right]\left[( l - 2 p ) \left(\omega_{0}\right.\right.\right. \\
& \left.\left.+(l-2 p+q) M_{0}+m\left(\Omega_{0}-0_{0}\right)\right]\right\} \tag{4.28}
\end{align*}
$$

Combining (4.20), (4.23), (4.25), and (4.27) or (4.28), we can write

$$
\begin{align*}
& d\left[\begin{array}{c}
\mathbf{x} \\
\dot{\mathbf{x}}
\end{array}\right]=\frac{\partial\{\mathbf{x}, \dot{\mathbf{x}}\}}{\partial\{a, e, i, M,(1, \Omega\}}\left[\frac{\partial\{a, e, i, M, \omega, \Omega\}}{\partial\left\{a_{0}^{\prime \prime}, e_{0}^{\prime \prime}, i_{0}^{\prime \prime}, M_{10}^{\prime \prime},(1)_{0}^{\prime \prime}, \Omega_{0}^{\prime \prime}\right\}} d\left[\begin{array}{c}
a_{0}^{\prime \prime} \\
e_{0}^{\prime \prime} \\
i_{0}^{\prime \prime} \\
M_{0}^{\prime \prime} \\
\omega_{0}^{\prime \prime} \\
\Omega_{0}^{\prime \prime}
\end{array}\right]\right. \\
& +\sum_{l, m} \frac{\partial\{a, e, i, M,(1), \Omega\}}{\partial\left\{C_{l m}, S_{l m}\right\}}\binom{l C_{l m}}{d S_{m}} \\
& \left.+\sum \frac{\partial\{a, e, i, M, \omega, \Omega\}}{\partial\{\text { other parameters }\}} d\{\text { other parameters }\}\right] \text {. } \tag{4.29}
\end{align*}
$$

For each type of observation, we require the appropriate modification of one of the range, range rate, or position vectors (4.14)-(4.19) to obtain the calculated equivalent of the quantities observed. In general, for any observation designated by subscript $i$,

$$
\begin{equation*}
\mathrm{Obs}_{i} \neq \mathrm{Calc}_{i} \tag{4.30}
\end{equation*}
$$

The procedure of differential correction is to determine corrections to observations $d$ Obs and corrections to parameters $d$ Par designated by subscript $j$ such that

$$
\begin{equation*}
\mathrm{Obs}_{i}+d \mathrm{Obs}_{i}=\mathrm{Calc}_{i}+\sum_{j} \frac{\partial \mathrm{Calc}_{i}}{\partial \mathrm{Par}_{j}} d \mathrm{Par}_{j} \tag{4.31}
\end{equation*}
$$

On abbreviating the expressions in (4.3I) and writing it in its more usual form of residuals " $O-C$ ", (4.31) becomes

$$
\begin{equation*}
(O-C)_{i}=\sum_{j} \frac{\partial C_{i}}{\partial P_{j}} d P_{j}-d O_{i} \tag{4.32}
\end{equation*}
$$

Some of the parameters $l$; are, as we have diseusied, those that aflect the orbit. The effect of these parameters on the calculated value $C_{i}$ for a particular observation can be represented entirely by the position $x$ or velocity $\dot{x}$ at the instant the signal that is measured leaves the satellite; that is, we can write

$$
\begin{align*}
& \frac{\partial C_{i}}{\partial P_{j}}=\frac{\partial C_{i}}{\partial x_{l}} \cdot \frac{\partial x_{k}}{\partial P_{j}} \\
& +\frac{\partial C_{i}}{\partial i_{k}} \cdot \frac{\partial \dot{r}_{i}}{\partial P_{j}} \tag{4,3,3}
\end{align*}
$$

where the $k$ subseripe is smaned from I to 3 and the derivatives $\partial_{k} / f_{0}$,
 are about all that ean readily be comsidered ats common to all byes of observations. This one exception is the effee of a timing correction or error $\epsilon(f)$. Since the elled of such an error is to catuse the calculated position of the satellite to be too far, or not far enough, along the orbit, it can be calculated as the effect of a variation in the mean anomaly $d M$ multiplied by the rate of change of $M$ with respect to time; that is, the mean motion $n$ as calculated by Kepler's law (3.20). Thus,

$$
\begin{equation*}
\frac{\partial C_{i}}{\partial \epsilon\left(t_{i}\right)}=\left[\frac{\partial C_{i}}{\partial x_{k}} \cdot \frac{\partial x_{k}}{\partial M}+\frac{\partial C_{i}}{\partial \dot{x}_{k}} \cdot \frac{\partial \dot{x}_{k}}{\partial M}\right] n \tag{4.34}
\end{equation*}
$$

where $\partial x_{k} / \partial M$ or $\partial_{k_{k}} / \partial M$ are calleulated by (4.20) or (4.23), respectively. $\partial C_{i} / \partial \epsilon\left(t_{i}\right)$ as calculated by (4.34) is also used to make fhe correction for the travel time of the signal, or "planetary aberration" effect. On calculating the ranger by (4.14), this correction will be

$$
\begin{equation*}
d C_{i, u}=-\frac{\partial C_{i}}{\partial \epsilon\left(t_{i}\right)} \cdot \frac{r}{c} \tag{4.35}
\end{equation*}
$$

where $c$ is the velocity of light.
In cases where simultaneous observations are made of the satellite and the orbit is not used, the position $x_{k}$ or velocity $\dot{x}_{k}$ coordinates themselves become parameters; that is, $\partial x_{k} / \partial P_{j}$ and $\partial \dot{x}_{k} / \partial P_{j}$ in (4.33) are identity matrices.

It remains therefore to eonsider separately for each type of observation, proceeding from left to right in (4.32):

1. The nature of the observation $O_{i}$ as it enters the mathematical formulation of the problem: in what manner, if at all, the pure physically measured yuantitics are modified or transormed or combined before actually being used in the calculations.
2. The eomputation of the quantity $C_{i}$ to be compared with the observation $O_{i}$. In the computation of $C_{i}$, various corrections may be applied that, from (4.32), obviously could just as well be applied with reversed sign to $O_{i}$, and vice versa. In this category are usually corrections that are caused by envirommental effeets such as reffaction, and so forth. Sinee one series of observations $O_{i}$ will normally be used in the determination of several alternative sets of model parameters $P_{j}$, it is computationally most convenient (a) to apply as corrections to the observations $O_{i}$ those corrections that do not vary by any likely change in paraneters $P_{j}$, and (b) to apply as corrections to the catculated guantities ('i those effects that may vary perceptibly with the likely change in the patanelers $b^{\prime}$.
 $P_{1}$. 0 be conected, and the ealentation of the partiad derivatives $\partial C_{i} / \partial P_{j}$.
f. The "correction to observation" do, obviously must, from (4.32), accomen for all of the discrepancy ( $O-()_{i}$, hat camot be accounted for by the corrections to parameters $d P_{j}$. Hence it must absorb all of the discrepancy that is eaused by the incompleteness of the mathematical model represented by parameters $P_{j}$. Thus $d O_{i}$ ean be very much affected by things that are not at all errors in observation in the usual sense. In the ease of interest here, close satellite orbits, this situation will very likely exist, beeause of the inadequacy of our model of drag effects on the orbit. Given the state of our knowledge, it is inevitable that such situations will oceur. Sinee sueh errors arise from the environment, over whieh we have mueh less control than over instrumentation, they are much more likely to have a correlated character: that is, the eloser together errors are in time, the more similar they usuatly will be in sign and magnitude. The statistical implications of such correlation we shall take up in the next chapter; in this chapter in diseussing the differential corrections of observations resulting from different effects, we still want to consider the order of magnitude and degree of correlattion of these effects in order to decide where and how certain corrections should be applied as well as to decide the appropriate statistical treatment.

### 4.4. Observation Equations: Directional

The principal direetional method of tracking satellites is to photograph the șatellite against the baekground of stars. The aetual measurements made are the rectangular coordinates of the images of the satelite and the stars on
the photograph, and the instants of time at which the film was exposed, as determined from standard time signals. The geometry of the camera is shown in Figure 11. The coordinates ( $x_{0}, y_{0}$ ) measured on the photograph can thus be seen to be the projection at the focal distance $f$ from the focus of the camera of the rectangular coordinates of the satellite referred to a system with the 3 -axis coinciding with the camera axis. If the axis of the camera points toward right ascension and declination ( $\alpha, \delta$ ), as determined from the catalogued coordinates of the stars on the photograph, then the computed coordinates ( $x_{c}, y_{c}$ ) can be obtained from (4.:6). Therefore

$$
C_{i}=\left[\begin{array}{l}
x_{c}  \tag{4.36}\\
y_{c}
\end{array}\right]=\left[\begin{array}{ccc}
f / p_{3} & 0 & 0 \\
0 & f / p_{3} & 0
\end{array}\right] \mathbf{R}_{j x \mathrm{x}} \dot{\mathbf{x}}_{T},
$$

in which the coordinate $p_{3}$ coincides with the range $r$. The coordinates ( $x_{c}, y_{r}$ ) are often called standard coordinates, and symbetized by ( $k, \eta$ ).


Figure 11. Camerageometry.
Quantilies that may be applied as known corrections are:

1. The changes in right ascension and declination $(\alpha, \delta)$ of the stars caused by precession and nutation from the time to which the star catalogue relers to the time to which the calculation in (4.36) is referred. This shift is large, but precisely known, as deseribed later in Section 4.6. The time to which the calculations are refered is the epoch of the constants of integration of the orbit, which is normally central in time to the set of observations analyzed, for the reason that we want to keep the dynamical calculations as simple as possible by using an inertial frame in which the principal perturba-tion-the earth's oblateness-will be symmetric about the equator. This time is peculiar to the orbital model, rather than to the observations, and hence the shift is considered as a correction to the calculated quantities $C_{i}$, or $\left\{x_{c}, y_{c}\right\}$, rather than the observed quantities $O_{i}$, or $\left\{x_{o}, y_{o}\right\}$. A major part of the shift-from the catalogue epoch to the instant of observation-is sometimes, however, applied to the observed quantities $O_{i}$, but since it is a known correction the saving in thus reducing the correction to $C_{i}$ is of little significance.
2. Time signal corrections, as issued some time subsequent to the observation by standard time services. See Section 4.6.

Quantities that must be considered as unknown errors include, roughly in sequence of magnitude:

1. Errors in orbital parameters, as expressed through the right side of (4.29).
2. Error in coordinates of the camera, either relalive to the earth's center of mass or to another station on the earth's surface (as would be of interest in simultaneous observations of the satellite not using the orbit).

The differential expression $d C_{i}$ combining these two categories of error can be obtained by substituting for $\mathbf{x}_{T}$ in (4.36) from (4.11) and differentiating. Thus

$$
d C_{i}=\left[\begin{array}{ccc}
f \mid p_{3} & 0 & 0  \tag{4.37}\\
0 & f l p_{3} & 0
\end{array}\right] \mathbf{R}_{y p x}\left[d \mathbf{x}-\mathbf{R}_{3}(-0) d \mathbf{u}_{0}\right]
$$

In (4.37) $d u_{n}$ is the correction to station position; the satellite position shift $d \mathrm{x}$ would be expressed by (4.29) when the orbit was used, or would be considered a set of 3 corrections to parameters itself in a system of simultancous observations; and third-column terms - $f p_{1} / p_{s}^{2},-f p_{2} / p_{3}^{2}$ have been set zero, being negligible.
3. Error in timing, resulting either from anomalics in travel of the time signal or to imperfect synchronization of a camera shutter or satellite light flash with the time reference. Such errors should not be more than $\pm 0.001^{s}$ or $\pm 0.002^{s}$; if significant, they can be considered as equivalent to errors in the direction of motion of the satellite image, with partial derivatives as calculated by (4.34).
4. Error in the measured coordinates of the satellite on the photo plate, resulting either from anomalies in atmosplieric refraction ("shimmer") or to irregularities in motion by a tracking telescope, or to the plate measurement itself. Regardless of the source of the error, the significance of the error is a purely differential one. That is, the satellite image is affected differently from the star images. Since the atmospheric shimmer and tracking irregularities are rapidly time varying, these sources of error will be more important when the satellite image is impressed at a time different from the star images. These sources of error will be most important when it is imposed in a very short time, that is, when the light source is a flash. Errors of this sort appear to have a magnitude of $\pm 2^{\prime \prime}$ or $3^{\prime \prime}$, the shimmer error being to some extent inversely correlated with camera aperture. On the other hand, plate measurement error will be most significant when the character of the satellite image differs the most from the star images, as, for example, in a sidereally mounted camera where the star images are points and the satellite images are breaks in a trail. Errors of this sort vary from $\pm 2$ to 5 microns, or from $\pm 0.5^{\prime \prime}$ to $2.0^{\prime \prime}$. If there are several images of each class-satellite "and star-on the same plate, then it may be desirable to include as additional
unknowns in the reduction of plate measurements diflerential biases $\Delta x, \Delta y$ between the chasses of images.
5. Berror in the catalogue position of stars may be $\pm 0.5^{\prime \prime}$, or in some cases it may be dessiable to use multiple images of an uncatalogued star, in which case the star position constitutes two additional unknowns.
6. Exterior orientation of the camera. In order to establish the orientation of the cumera axes with respect to an external system, three angles are required. If the observations are made with an equatoriatly momeded camera (designed to keep the camera axes fixed wilt respect to inertiat space), then they are appropriately defined in terms of the $p_{T}$ vector, (4.16). In this case, the orientation angles are the right aseension $\alpha$ and dectination $\delta$ of the camera axis, and the discrepancy $d x$ in roll, or swing, about the $p_{3}$ axis between the assumed direction of the $p_{1}$ axis and the actual direction of north from $(\alpha, \delta)$. If the obscrvations are made with a ground-fixed camera (designed to keep the camera axes fixed with respect to the earth), then they are appropriately defined in terms of the $\mathbf{b}_{T}$ vector, (4.18). In this case, the orientation angles are the swing $x$, the zenith distance $z$, and the azimuth $A$, as shown in Figure 9.

In cither case, to obtain the orientation angles for a particular photo plate by comparison of calculated and measured plate coordinates of several stars, each star of right ascension and dectination ( $\alpha$, , $)$ can be assmod to be on the unit sphere. Thus

$$
\mathbf{x}_{s}=\left\{\begin{array}{l}
\cos \delta \cos \alpha  \tag{4.38}\\
\cos \delta \sin \alpha \\
\sin \delta
\end{array}\right.
$$

and the computed plate coordinates ( $x_{c}, y_{c}$ ) obtained by appropriate modification of (4.36) are

$$
\left[\begin{array}{l}
x_{c}  \tag{4.39}\\
y_{c}
\end{array}\right]=\left[\begin{array}{ccc}
f / p_{3} & 0 & 0 \\
0 & f / p_{3} & 0
\end{array}\right] \mathrm{R}_{3}(d x) \mathbf{R}_{m_{2}} \mathbf{x}_{s}
$$

for equatorially mounted cameras, and

$$
\left[\begin{array}{l}
x_{c}  \tag{4.40}\\
y_{c}
\end{array}\right]=\left[\begin{array}{ccc}
f^{\prime} / p_{3} & 0 & 0 \\
0 & f / p_{3} & 0
\end{array}\right] \mathbf{R}_{b l} \mathbf{R}_{l u} \mathbf{R}_{u x} \mathbf{x}_{s},
$$

for ground-fixed cameras, where $\mathrm{R}_{l /}, \mathrm{R}_{t u}$, and $\mathrm{R}_{u x}$ are obtained from (4.18), (4.17), and (2.27), respectively.
7. Interior orientation of the camera, or centering and scale: The center of the photographic plate as established by fiducial marks used as a reference
in comparator measurements may not conncide with the axis of the camera. Hence it is necessaty to detemine the coordinates $x_{p}$, $y_{p}$, of the camera axis, called the principal point, relative to the plate coordinates. Also the focal length $f$ must be known to obtain the correct seate relationship between localion of the photo image $\left(x_{0}, y_{0}\right)$ and the exterior location of the object, $p_{T}$ or $b_{T}$. Both the centering $\left(x_{p}, y_{p}\right)$ and scale factor $f$ are relatively constant and hence determined only at occasional calibrations.
8. Camera distortion. In a properly designed camera, distortion by the lens should amount to less than 10 microns, and be purely radial from the principal point. Hence it ean be expressed by a polynomial in odd powers of the radial coordinate $r$ (even powers being eliminated by symmetry and continuity considcrations). Thus

$$
\begin{equation*}
\delta_{v}=k_{0} r+k_{1} r^{3}+k_{3} r^{5}+k_{3} r^{7}+\cdots . \tag{4.41}
\end{equation*}
$$

The leading coeflicient $k_{0}$ is indistinguishable in effect from the seale factor $f$. The distortion is constant, so the other coefficients $k_{1}, k_{2}, k_{5}$, $\cdots$ cinn be determined at oceasional calibrations with the interior orientation and scate parameters. Then to correct measured coordinates $\left(x_{0}, y_{0}\right)$,

$$
\left[\begin{array}{l}
\Delta x_{0}  \tag{4.42}\\
\Delta y_{0}
\end{array}\right]=\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right] \frac{\Delta r}{r} .
$$

9. Diffcrential atmospheric refraction. Near the horizon, the vertical component of atmospheric refraction may vary significantly between the satellite image and the star images. In this case, the atmospheric refraction may be represented by a power scrics in the tangent of the zenith distance, and the coeffeients of the power scrics may be considered as additional unknown parametcrs. Being a function of zenith distance, refraction paramcters require a locally referred coordinate system.

In obscrvations of a satellitc, the crrors (3) through (9) are all pcculiar to a particular camera or to a particular pass. Thesc errors enter into an equation, (4.37), with corrections to parameters cxternal to the particular observation only through the independent quantitics $\left\{x_{0}, y_{o}\right\}$. The two rotations $\{\alpha, \delta\}$ used in the matrix $\mathbf{R}_{j, x}$ that are also determined from the photograph are coupled with $\left\{x_{o}, y_{o}\right\}$. Because tracking camcras have narrow ficlds of view, in publication of camera data it is in fact customary to consider the camera satellite linc $\alpha, \delta$ as the camera axis, in which case the $\left\{x_{0}, y_{0}\right\}$ are zero. It would be manifestly undesirable to complicate an adjustment involving shifts to the satellite position $d \mathbf{x}$ and to the station position du $\mathrm{u}_{0}$ by combining it with corrections for camera oricntation, refraction, and so forth. Hence distortion and internal :orientation parameters are generally determined in occasional calibrations; external orientation,
differential bias, and refraction are determined in a preliminary adjustment for each photographic plate, and the results expressed as a final $\left\{x_{0}, y_{0}\right\}$ and $\{\alpha, \delta\}$ for use in (4.36) and (4.37). See Brown (1964) for full details.

There are two types of directional observations of lesser accuracy than cameras:

First there are theodolites that measure zenith distance and azimuth. The computed value is most conveniently obtained from the $I_{T}$ vector components, where $l_{T}$ is calculated by (4.17):

$$
C_{i}=\left[\begin{array}{c}
z_{c}  \tag{4.43}\\
A_{c}
\end{array}\right]=\left[\begin{array}{c}
\tan ^{-1} \frac{\sqrt{l_{1}^{2}+l_{2}^{2}}}{l_{3}} \\
\tan ^{-1} \frac{l_{1}}{l_{2}}
\end{array}\right],
$$

whence

$$
\begin{align*}
(O-C)_{i}=\left[\begin{array}{ccc}
1 / r & 0 & 0 \\
0 & \csc z / r & 0
\end{array}\right] \mathbf{R}_{3}\left(-\frac{\pi}{2}\right) & \mathbf{R}_{1}(-z) \mathbf{R}_{3}(-A) \mathbf{R}_{t / 4} \\
& \times\left[R_{3}(0) d \mathbf{x}-d \mathbf{u}_{0}\right]-d O_{i} . \tag{4.44}
\end{align*}
$$

Second, there are interferometcrs that determine the direction cosine with respect to an axis established by two radio antemas that measure the phase difference of a radio signal received from the satellite. The calculated direction cosine is

$$
C_{i}=\left[\begin{array}{ll}
\frac{\sin A}{r}, & \frac{\cos A}{r}, \tag{4.45}
\end{array}\right]\left[\mathrm{I}_{r},\right.
$$

where $A$ is the azimuth of the axis, calculated from $I_{1}, l_{2}$ as in (4.39), and $I_{T}$ is calculated by (4.17). The observation cquation is

$$
\begin{equation*}
(O-C)_{i}=\mathrm{N}^{\prime} \mathrm{R}_{t u}\left[\mathrm{R}_{3}(0) d \mathbf{x}-d \mathbf{u}_{0}\right]-d O_{i}, \tag{4.46}
\end{equation*}
$$

in which

$$
\begin{align*}
\mathbf{N}^{\prime}=\left[\frac{\sin A}{r}-\right. & -\frac{l_{1}^{2} \sin A+l_{1} l_{2} \cos A}{r^{3}}, \frac{\cos A}{r} \\
& \left.-\frac{l_{1} l_{2} \sin A+l_{2}^{2} \cos A}{r^{3}},-\frac{l_{3}\left(l_{1} \sin A+l_{2} \cos A\right)}{r^{3}}\right] . \tag{4,47}
\end{align*}
$$

### 4.5. Observation Equations: Range Rate and Range

The range rate of a satellite is determined by the Doppler technique, in which the shift in frequency of a radio signal caused by motion of the source
is measured. The actual measurements made are the counts of Doppler cycles over a certain standard interval, such as one second. Division of the count by the length of the interval thus yields the mean Doppler frequency for the interval. Given the reference frequency $f_{i}$ and the velocity of light $c$, the Doppler frequency $\Delta f_{i}$ can be related to the range rate $\dot{r}$ by

$$
\begin{equation*}
\Delta f_{i}=\frac{f_{i}}{c} \dot{r}+\frac{\alpha}{f_{i}} . \tag{4.48}
\end{equation*}
$$

The sccond term in (4.48) expresses ionospheric refraction effect; it is inversely proportional to $f_{i}$ because the effect of an ionized medium on the velocity of a radio signal is inversely proportional to $f_{i}^{2}$. The ion density at any instant is sufficiently unsure that the parameter $\alpha$ must be considered an unknown. Hence two frequencies $f_{i}, i=1,2$, are commonly employed and two cquations such as (4.48) solved simultancously to obtain the observed range rate $\dot{i}_{0}$ :

$$
\begin{equation*}
o_{i}=\dot{r}_{o}=c \frac{f_{1} \Delta f_{1}-f_{2} \Delta f_{2}}{f_{1}^{2}-f_{2}^{2}} . \tag{4.49}
\end{equation*}
$$

The calculated range rate $C_{i}$ is given by (4.15). In addition to time signal error, a quantity which is applied as a known correction to the observed range rate $\dot{r}_{0}$ is tropospheric refraction. The effect of this refraction on a range is the integral of the refractive index $\mu$ over the ray path; hence the effect on the range rate will be the time rate of change of this integral:

$$
\begin{align*}
\delta \dot{r} & =-\frac{d}{d!} \int_{0}^{r} \mu d s=-\int_{0}^{r} \frac{d \mu}{d t} d s \\
& =-\int_{0}^{r} \frac{d \mu}{d h} \cdot \frac{d h}{d z} \cdot \frac{d z}{d t} d s . \tag{4.50}
\end{align*}
$$

Here $d s$ is an increment along the ray path (negligibly different for this purpose from the station-satellite line); $z$ is zenith distance, calculated from $\mathrm{l}_{T}$ as in (4.39); and $h$ is height above the earth, calculated by (see Figure 12)

$$
\begin{equation*}
h=\sqrt{R^{2}+s^{2}+2 R s \cos z}-R . \tag{4.51}
\end{equation*}
$$

The time differentiation in (4.50) can be moved inside the integral because all change in the upper limit to $s$ takes place at the satellite, where there is no tropospheric refraction. The refractive effect $(\mu-1)$ is generally expressed as an exponcntial function of $h$. The rate of change $d z / d t$ is computed from the orbital motion. All these complications make it more practicable to calculate $\delta ;$ by numerical integration. $\delta \dot{r}$ is less than $10 \mathrm{~cm} / \mathrm{sec}$ for satellites
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more than about $15^{\circ}$ above the horizon, but inereases sharply below this altitude. Since the uncortanty in $(\mu-1)$ is about 10 per cent ofitsmagnitude, it is thus desirable to reject observations less than about $15^{\circ}$ above the horizon.

For the differential correction of the computed range rate calused by satellite velocity and station position, differentiate (4.15):

$$
\begin{align*}
d C_{i}= & d \dot{r}_{i}=d\left(\frac{\mathbf{x}_{T} \cdot \dot{\mathbf{x}}_{q}}{r}\right) \\
= & \frac{1}{r} \mathbf{x}_{T r} \cdot\left[d \dot{\mathbf{x}}-\frac{\partial \mathbf{R}_{3}(-0)}{\partial 0} d \mathbf{u}_{0} \dot{\theta}\right] \\
& +\left[\frac{d \mathbf{x}-\mathbf{R}_{3}(-0) d \mathbf{u}_{0}-\mathbf{x}_{9} \cdot\left(d \mathbf{x}-\mathbf{R}_{3}(-0) d \mathbf{u}_{0}\right)}{r} \mathbf{x}_{r}\right] \cdot \dot{\mathbf{x}}_{q} \tag{4.52}
\end{align*}
$$

Other quantities that must be considered as unknown errors, but are normally adjusted at a pretiminary stage inctude:

1. Error in the reference frequency generated in the satellite constant throughout the pass;
2. Sometimes, error in the reference frequency that drifts throughout the pass;
3. Higher-order ionospheric refraction effect, not accounted for by the parameter $\alpha$ of (4.48);
4. Variations of the tropospheric refraction from that calculated by the model of $d \mu / d h$ used in (4.50);
5. "Noisy" or irregular data points, caused by failure to "lock" onto the signal and other instrumental effects.

The correction of these observational errors is usually combined with the process of aggregation. A typical pass of Doppler data may include as many as 400 data points. However, the significant geodetic information can gencrally be expressed by less than six numbers per pass---probably on the order of three. Since the range rate varies sharply within a pass, it is not practicable to determine arbitrary parameters from the range-rate itself, but rather to determine the arbilrary parameters from the residuals of the observed range rates $\dot{r}_{0}$, with respect to calleutated range rates $\dot{r}_{c}$ based on a nominal reference orbit. For example, for $n$ points and $m+1$ paraneters, the least-squares condition

$$
\begin{equation*}
\sum_{i=1}^{n}\left[\left(\dot{r}_{o i}-\dot{r}_{c i}\right)-\sum_{j=0}^{m} a_{j}\left(t_{i}-t_{0}\right)^{j}\right]^{2}=\min , \tag{4.53}
\end{equation*}
$$

where $t_{0}$, the time of the midpoint of the pass, can be used to determine the polynomial coeflicients $a_{j}$. Then at a few selected times $t_{k}$ the aggregated range rate $\dot{r}_{a}$ will be

$$
\begin{equation*}
\dot{r}_{u}=\dot{r}_{c}\left(t_{k}\right)+\sum_{j=0}^{m} a_{j}\left(t_{k}-t_{0}\right)^{j} \tag{4.54}
\end{equation*}
$$

The polynomial fitting will also eliminate some error by smoothing. The aggregated range rates can then be used as the observations $O_{i}$ in the observation equation (4.32), in which the computed partial derivatives $\partial C_{t} / \partial P_{j}$ are calculated by a combination of (4.29) and (4.52). It is not necessary that the pass be finally expressed in terms of aggregated range rates $\dot{r}_{a}$; other parameters could be used, such as along- and across-track apparent station position errors and the mean frequency discrepancy. See Guier (1963a,b) and Hopfield (1963) for details on the reduction of Doppler tracking data.

For range measurements, the actual measurements are either time delays between transmitted and received radar pulses or the phase shifts in the modulation of a received signal with respect to a coherent transmitled signal. Range measurements will either be at frequencies in excess of $10^{3}$ $\mathrm{Mc} / \mathrm{sec}$ or else overcome ionospheric refraction by use of dual frequencies similar to (4.48)-(4.49). They will also require tropospheric refraction corrections and aggregation similar to (4.47) and (4.50)-(4.51). The calculated range is obtained from (4.14), whence the correction thereto becomes

$$
\begin{equation*}
d r=\frac{1}{r} \mathbf{x}_{T^{\prime}} \cdot\left[d \mathbf{x}-\mathbf{R}_{3}(-0) d \mathbf{u}_{0}\right] . \tag{4.55}
\end{equation*}
$$

### 4.6. Time and Precise Definition of Coordinates

Time is measured by counting some type of repeated phenomenon. The ideal time to use as a reference for observations of satellite orbits would be
a "gravitational" time: that is, one which exactly coincides with the time used as the independent variable in the dynamical developments of Chapter 3. If all orbital motions are consistent with the laws on which the dynamical developments are based-as they have so far been observed to be, taking into account relativistic effects where necessary-then the ideal repeated phenomenon to count for a time standard would be the most accurately known orbital period. This most accurately known period is that of the moon's revolution around the earth. The time measured by the moon's motion is known as Ephemeris Time (ET). (Though best measured by the moon's motion, ET is formally defined by the period of the earth's motion around the sun for the year 1900.0) Ephemeris Time is not immediately available for timing artificial satellite observations, however. Instead, the time services provide Atomic Time A1, measured by the resonant frequency of oscillation of the cesium atom. Al time has thus far been found to be indistinguishable from ET and serves as an entirely satisfactory substitute for geodetic satellite purposes.

The equations written thas far assume that the coordinate system $\mathbf{x}$ defined by the $x_{1}$ axis toward the vernal equinox and the $x_{3}$ axis along the earth's rotation axis is fixed with respect to inertial space. In fact, the directions of the rotation axis and the vernal equinox are continually changing, as a result of the precession and nutation of the carth due to the attraction of the moon for the earth's bulge. At any time $t$ the equator-equinox referred coordinates $x$ (called true coordinates) of a point fixed with respect to the earth's center and an inertial frame can be represented by a differential rotation $\mathbf{R}_{x, \bar{x}}$ applied to coordinates $\overline{\mathbf{x}}$ (called mean coordinates) that have purely secular change (namely, a polynomial of 1 ) only. $R_{x=}$ being a differential rotation, we can take cosines to be 1 , sines to be equal to the angles, and products of sines to be 0 . Under these conditions, a rolation can be expressed as a product of rotations about each al the three coordinate axes in any order, It is convention to apply a counterelockwise rotation about the 2-axis: $\Delta v$ (called the nutation in declination) and clockwise rotations about the 1 -axis and the 3-axis: $-\Delta \epsilon$ (called the nutation in obliquity) and $-\Delta \mu$ (called the nutation in right ascension), respectively. See Figure 13. Then

$$
\begin{align*}
\mathbf{R}_{x \bar{x}} & =\mathbf{R}_{1}(-\Delta \epsilon) \mathbf{R}_{2}(\Delta \nu) \mathbf{R}_{3}(-\Delta \mu) \\
& =\left[\begin{array}{ccc}
1 & -\Delta \mu & -\Delta v \\
\Delta \mu & 1 & -\Delta \epsilon \\
\Delta v & \Delta \epsilon & 1
\end{array}\right] . \tag{4.56}
\end{align*}
$$

The mean coordinates $\overline{\mathbf{x}}(t)$ are conventionally expressed in terms of the mean coordinates at an epoch $t_{0}, \overline{\mathbf{x}}\left(t_{t}\right)$ through a clockwise rotation about
the 3 -axis, $-\left(x_{+}+\omega\right)$, called precession in right ascension, and a counterclockwise rotation about the 2 -axis, $\nu$, called precession in declination. The precession in right ascension is split into two equal parts, half $-x$ along the mean equator of $t_{0}$ and half- $\omega$ along the mean equator at $t$. Sce Figure 14. Then

$$
\begin{equation*}
\mathrm{R}_{\bar{x} \bar{x}_{0}}=\mathrm{R}_{3}(-\omega) \mathrm{R}_{2}(\nu) \mathrm{R}_{3}(-x) . \tag{4.57}
\end{equation*}
$$

We have expressed the effects of precession and nutation as being applied to rectangular coordinates referred to equator and equinox. In practice


Figure 13. Nutation angles.
such rotations would not be applied to any satellite positions. They should always be referred, from the start to the end of the computation, to a fixedcoordinate system such that the principal perturbation, the earth's oblateness, is most nearly symmetric with respect to the adopted equator. The equator of this coordinate system should thus be the true equator at an epoch central to the orbital arc being calculated. The equinox can be anything convenient. Some investigators use the equinox defined by the meridian of the equinox at 1950.0; others the true equinox of the orbital epoch. Rotations to coincide with the coordinates used for the orbital are would have to be applied, however, in two other cases.

1. The right ascension and declination ( $\alpha, \delta$ ) of camera observations are
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normally referred to the eoordinate system of the star catatoge or some other standard.system, such as the mean equator and equinox of 1950.0. The rotations (4.57) and (4.5(1) should thus be applied to the whit vector representing the dircction $\left(\bar{\alpha}_{0}, \bar{\delta}_{0}\right)$ :

$$
\left[\begin{array}{c}
\cos \delta \cos \alpha  \tag{4.58}\\
\cos \delta \sin \alpha \\
\sin \delta
\end{array}\right]=\mathbf{R}_{x \cdot x} \mathbf{R}_{\tilde{\pi} x_{0}}\left[\begin{array}{c}
\cos \bar{\delta}_{10} \cos \bar{\alpha}_{10} \\
\cos \bar{\delta}_{0} \sin \bar{\alpha}_{0} \\
\sin \bar{\delta}_{0}
\end{array}\right] .
$$

The right ascension $\alpha$ and dectination $\delta$ equivalent to the direction cosines given by (4.58) can also be obtained directly by (Smart, 1944, pp. 243-244):

$$
\begin{align*}
\alpha & =\bar{\alpha}_{0}+(\kappa+\omega)+\Delta \mu+(\nu+\Delta v) \sin \alpha \tan \delta-\Delta \epsilon \cos \alpha \tan \delta  \tag{4.59}\\
\delta & =\bar{\delta}_{0}+(v+\Delta v) \cos \alpha+\Delta \epsilon \sin \alpha
\end{align*}
$$

If the orbital positions $x$ are referred to the true equator and true equinox, (4.59) should be applied as it stands; if the are is referred to the true equator and some mean equinox, then $\Delta \mu$ should be omitted and the precession $(x+\omega)$ should be for the time from the epoch to which $\bar{\alpha}_{0}$ is referred and the epoch of the mean equinox to which x is referred.

A convenient way of counting time for satellite orbit calculations is the Modified Julian Day, or MJD, in which 1950 Jan 1.0 is 33282.0 and 1960

Jan 0.0 is 36933.0 . For time I in MJD, we have the following

$$
\begin{align*}
T & =(t-33282.925) / 365.242, \\
\Omega_{0} & =-0.338(T-0.61), \\
\lambda(\cdot) & =2 \pi(T-0.219), \\
x & =0.0001117 T+O\left(10^{-7}\right), \\
\omega & =0.0001117 T+O\left(10^{-7}\right),  \tag{4.60}\\
\nu & =0.0000969 T-O\left(10^{-7}\right), \\
\Delta \mu & =-\left[76.48 \sin \Omega_{0}+5.64 \sin 2 \lambda \omega+O(1.0)\right] \times 10^{-0}, \\
\Delta y & =-\left[33.3 \sin \Omega_{0}+2.5 \sin 2 \lambda_{\omega}+O(0.4)\right] \times 10^{-6}, \\
\Delta \epsilon & =\left[44.7 \cos \Omega_{0}+2.7 \sin 2 \lambda \omega+O(0.4)\right] \times 10^{-6} .
\end{align*}
$$

$\Omega_{0}$ is the longitude or the moon's note and $\lambda$ er is the longitude of the stur. 'The MJD of 33282.925 is the Bessetian year 1950.0 to which mean stellar places are referred.
2. The Greenwich Sidereal 'lime 0 used in the observation equations (4.37)-(4.55) should be the angle between the Gremwich Meridian at the instant of observation and the equinox selected ats reference for the orbital positions $\mathbf{x}$. This 0 should thus include the same terms resulting from motion of the equinox as woukd any right ascension on the equator in the same orbital conputation. Given a mean sidereal time $\overline{0}_{00}$ at an epoch $t_{00}$, a mean rate of rotation 0 with respect to inertial space, and x coordinates referred to the true equinox at an epoch $t_{0}$, we therefore have for time $t$

$$
\begin{equation*}
\overline{0}=\bar{o}_{00}+\dot{0}\left(t-t_{001}\right)+\left(\dot{x}+(i)\left(t_{0}-t_{00}\right)+\Delta \mu\left(t_{01}\right) .\right. \tag{4.61}
\end{equation*}
$$

If the $\mathbf{x}$ coordinates are referred to a mean equinox, then the $\Delta \mu$ term should be omitted.

The time is generally given in days, hours, minutes, and seconds,

$$
\begin{equation*}
t=d+h / 24+m / 1440+s / 86400 \tag{4.62}
\end{equation*}
$$

Thus, for practical computation a more convenient formula is (taking $\bar{\theta}$ modulo $2 \pi$ )

$$
\begin{align*}
\overline{0}= & \overline{0}_{00}+(\dot{v}+\dot{x}+\dot{u}-2 \pi)\left(t-t_{00}\right)+2 \pi(t / 24+m / 1440+s / 86400) \\
& +(\dot{x}+\dot{\omega})\left(t_{0}-t\right)+\Delta \mu\left(t_{0}\right) . \tag{4.63}
\end{align*}
$$

Some numerical yalues are

$$
\begin{align*}
t_{00} & =36933.0, \\
\bar{\theta}_{00} & =1.72218613, \\
(\dot{\theta}+\dot{x}+\dot{\omega}-2 \pi) & =0.0172027913,  \tag{4.64}\\
\dot{x}+\dot{\omega} & =0.611 \times 10^{-6} .
\end{align*}
$$

The overbar on the sidereal time $\overline{0}$ in (4.61) and (4.63) signifies that these equations are based on the assumption that the earth rotates uniformly about an axis fixed with respect to the crust to which the tracking stations of coordinates $\mathbf{u}_{0}$ in the observation equations (4.37)-(4.55) are also fixed. This assumption is incorrect: shifts of mass in the earth's atmosphere cause variations in the polar axis of about 5 meters in position and in the time of about $0.03^{s}$. The displacement along the equator of $0.03^{s} \dot{\theta}_{c}$ is about 14 meters so if we are interested in accuracies of this sort, the Greenwich sidereal time must be further corrected beyond (4.63) for use in (4.37) - (4.55).

Connected with the shifts in the earth's axis and the changes in rotation rate are three types of time defined by the earth's rotation, called Universal time (UT):

1. UT0 refers to the instantancous rotation about the instantaneous axis: it is what would be derived from observations of transits of stars across the meridian of an earth-fixed obseryatory.
2. UT1 refers to the instantaneous rotation about the mean axis, as defined by averaging over 6 years' observations by the International Latitude Service. (Six years is chosen as being about the lowest common multiple of the forced annual and the free 14 -month variation in latitude.)
3. UT2 refers to an approximation of the mean rotation about the mean axis: it differs from UT1 by an estimated seasonal variation of about $0^{s} .03$.

In correcting the Greenwich Sidereal Time we are concerned only with a rotation about the 3 -axis. Hence, UTI is the appropriate time to use with satellite observations. If the orbit is being calculated in Atomic Time A1, we therefore have a final correction $\Delta 0$ to apply to the mean $\bar{\theta}$ from (4.63). Thus,

$$
\begin{equation*}
0=\bar{\theta}+\Delta 0=\bar{\theta}+{ }_{2} \dot{0}(\mathrm{UT} 1-\mathrm{Al}) . \tag{4.65}
\end{equation*}
$$

Since UT1 is an observationally determined quantity, a formula cannot be given for the difference (UT1-A1). Time signal bulletins giving the differences between UT2, UT1, UT0, A1 and emitted signals are issued quarterly by the Royal Greenwich Observatory and the United States Naval Observatory. The magnitude of UTI-Al is about $22^{\frac{1}{2}}$.

### 4.7. Observability Conditions

There are several situations in which it is necessary to determine whether, for a given combination of tracking station and satellite position, the satellite is observable. The most obvious condition is that the satellite is above the horizon of the tracking station:

$$
\begin{equation*}
l_{3}>0, \tag{4.66}
\end{equation*}
$$

where $l_{3}$ is the vertical coordinate of the $\mathbf{l}_{T}$ system defined by (4.17). From (4.17)

$$
\begin{equation*}
l_{3}=\mathrm{kR}_{l u}\left[\mathrm{R}_{3}(\theta) \mathrm{R}_{x_{q}} \mathbf{q}-\mathbf{u}_{u}\right]>0, \tag{4.67}
\end{equation*}
$$

where k is the transpose $\{0,0,1\}$ of the unit vector along the 3 -axis. $\mathrm{kR}_{l u} \mathrm{u}_{0}$ is approximately the radial distance of the station from the earth's center. $\mathbf{R}_{t u}$ is constant with time and $\mathbf{R}_{x p}$, defined by (2.32), varies slowly with motion of perigee and node. Thus, for a given day we can write (4.67) rather accurately as

$$
\left[r_{31}, r_{32}, r_{33}\left[\begin{array}{ccc}
\cos 0 & \sin 0 & 0  \tag{4.68}\\
-\sin \theta & \cos 0 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ll}
s_{11} & s_{12} \\
s_{21} & s_{22} \\
s_{31} & s_{32}
\end{array}\right]\left[\begin{array}{c}
a(\cos E-e) \\
a \sqrt{1-e^{2}} \sin E
\end{array}\right]-R_{L}>0,\right.
$$

where the $r_{i j}$ 's are elements of $\mathbf{R}_{l u}, \mathbf{R}_{3}(0)$ has been defined by (2.7), the $s_{i j}$ 's are clements of $\mathbf{R}_{x, \prime}, \mathbf{q}$ has been defined by (3.23), and $R_{E L}$ is the radius of the carth. Multiplying out (4.68), we get for horizon intersection

$$
\begin{equation*}
f(\theta) \cos E+g(\theta) \sin E-h(\theta)=0, \tag{4.69}
\end{equation*}
$$

where
$f(\theta)=a\left[\left(r_{31} \cos \theta-r_{32} \sin \theta\right) s_{11}+\left(r_{31} \sin \theta+r_{32} \cos \theta\right) s_{21}+r_{33} s_{31}\right]$,
$g(\theta)=a \sqrt{1-e^{2}}\left[\left(r_{31} \cos \theta-r_{32} \sin \theta\right) s_{12}+\left(r_{31} \sin \theta+r_{32} \cos \theta\right) s_{22}+r_{33} s_{32}\right]$,
$h(\theta)=R_{L}+e f(\theta)$.
If we substitute $\sqrt{1-\cos ^{2}} E$ for $\sin E$, solve the resulting quadratic equation for $\cos E$; and make a similar substitution for $\cos E$ and solution for $\sin E$, in order to obtain the eccentric anomaly $E$ without quadrant
ambiguity, we gel

$$
\begin{align*}
& \cos E=\frac{f h \pm g \sqrt{f^{2}+g^{2}-h^{2}}}{f^{2}+g^{2}}  \tag{4.71}\\
& \sin E=\frac{g h \mp f \sqrt{f^{2}+g^{2}-h^{2}}}{f^{2}+g^{2}}
\end{align*}
$$

The condition for observability will be that the solutions are real, that is,

$$
\begin{equation*}
f^{2}+g^{2}>h^{2} \tag{4.72}
\end{equation*}
$$

For any particular revolution $0<M<2 \pi$ of a satellite, we can write for the Greenwich Sidereal Time 0

$$
\begin{equation*}
0=0_{0}+\frac{\dot{\theta}}{\dot{M}} M \tag{4.73}
\end{equation*}
$$

Where $0_{0}$ is the sidereal time at perigee and $A$ is calenlated by (3.20) plas (3.74). For the combination of a paricular station, defming $R_{2}$; a particatar day, defining $\mathbf{R}_{\text {ra }}$; and a particular revolution, delang $0_{0}$, we can ideratively determine whether observability wifl occur by stating wilh the aproximation
(1) $0=0_{0}+\frac{\dot{\theta}}{\dot{M}} \pi ;$
then we
(2) calculate $f, g, h$ by (4.70);
(3) apply the test (4.72);
(4) if (4.72) lest passed, solve (4.71) for the two roots $E_{1}, E_{2}$;
(5) recalculate 0 , from (3.19), by

$$
\begin{equation*}
0=0_{0}+\frac{\dot{\theta}}{2 \dot{M}}\left[E_{1}+E_{2}-e\left(\sin \dot{E}_{1}+\sin \dot{E}_{2}\right)\right] \tag{4.75}
\end{equation*}
$$

and (6) return to step (2), until the changes in $E_{1}$ and $E_{2}$ become insignificant.
For the intersection of the earth's shadow by the satellite orbit, a similar sort of iterative scheme can be set up. Let the s coordinate system have a geocentric origin with the $s_{1}$ axis toward the sun. Then the condition of shadow intersection can be written as (see Figure 15)

$$
\begin{align*}
s_{1} & <0  \tag{4.76}\\
s_{2}^{2}+s_{3}^{2} & =R_{\#}^{2}
\end{align*}
$$

or

$$
\begin{equation*}
s_{1}=-\sqrt{r^{2}-R_{E}^{2}} \tag{4,77}
\end{equation*}
$$

The sun-referred coordinates $s$ can be related to the equator-equinox referred coordinates $\mathbf{x}$ by the elements of the sun's orbit referred to the carth. Since this orbit defines the equinox, its nodal longitude $\Omega$ is always zero. Then, from Figure 3

$$
\begin{equation*}
\mathbf{R}_{s x}=\mathbf{R}_{3}(\omega+f) \mathbf{R}_{1}(\epsilon)=\mathbf{R}_{3}(\lambda \omega) \mathbf{R}_{1}(\epsilon), \tag{4.78}
\end{equation*}
$$



Figure 15. Orbit and shadow relationship.
where $\lambda \omega$ is the longitude of the sun, from (4.60), and $\epsilon$ is the obliquity, $23^{\circ} 27^{\prime}$. Then (4.77) ean be written entirely in terms of the sun's and the satellite's orbits. 'Thus

$$
\begin{equation*}
s_{1}=\mathbf{i} \mathbf{R}_{v i v} \mathbf{R}_{x, u} \mathbf{q}=-\sqrt{r^{2}-R_{R}^{2}}, \tag{4.79}
\end{equation*}
$$

where $\mathbf{i}$ is the transpose $\{1,0,0\}$ of the unit vector along the $1-a x i s$, or

$$
\begin{equation*}
r_{11} a(\cos E-e)+r_{12} a \sqrt{1-e^{2}} \sin E=-\sqrt{a^{2}(1-e \cos E)^{2}-R_{E L}^{2}}, \tag{4.80}
\end{equation*}
$$

where $r_{11}, r_{12}$ are elements of $\mathbf{R}_{s x} \mathbf{R}_{x q}, \mathfrak{q}$ has been defined by (3.23), and $r$ has been defined by (3.15). (4.80) can be arranged in a manner similar to (4.69):

$$
\begin{equation*}
f \cos E+g \sin E-h(E)=0, \tag{4.81}
\end{equation*}
$$

where we have

$$
\begin{align*}
f & =r_{11} a, \\
g & =r_{12} a \sqrt{1-e^{2}},  \tag{4.82}\\
h(E) & =r_{11} a e-\sqrt{a^{2}(1-e \cos E)^{2}-R_{\tilde{L}}^{2}} .
\end{align*}
$$

The differences from (4.69)-(4.70) are that now $f, g$ vary much more slowly-being functions of $\lambda \cdots,(1, \Omega$, while $h(E)$ has a rapid but moderate variation because it is a function of the anomaly $E$, or $M$, through a term with a small multiplier, the eccentricity $e$. Hence an iterative solution using (4.71) and (4.72) can again be applied. To be sure to pass the test (4.72), the initial value of $h(E)$ should be one to give a minimum value of $h^{2}$; namely, we should
(1) assume $\cos E$ is 1 ;
(2) calculate $f, g, h$ by (4.82);
(3) apply the test (4.72);
(4) if (4.72) test passed, solve (4.71) for the two roots $E_{1}, E_{2}$;
(5) for each root, recalculate $h\left(E_{1}\right), h\left(E_{2}\right)$ by (4:82); and
(6) return to step (2), iterating separately for $E_{1}$ and $E_{2}$ until the changes become insignificant.
Horizon and shadow intersection can also be solved by graphical means; see Veis (1961, 1963b).
The term "observability" must, in addition to the geometrical conditions we have discussed so far, also include the problems of signal strength and atmospheric attenuation, the latter of which becomes prohibitively severe, of course, if we try to use a camera in eloudy weather.
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## 5

## STATISTICAL IMPLICATIONS

### 5.1. General

In Chapter 3 we discussed the variation of the close satellite orbit with respect to time $t$ as expressed by the six quantities $\{x, \dot{x}\}$ or $\{a, e, i, M,(1), 32\}$. These varrations can be expressed as periodic oscillations superimposed on a secularly changing model: namely, a 6 -dimensional vector time series. The subject of the statistical study of time series has received considerable attention in recent years, so we should be able to apply some of the results of this study to the geodetic satellite problem. In the last section of Chapter 4, however, it was suggested that there might be a special difficulty treating the satellite as a time series in that there are definite gcometrical limitations on when observations can be made.

In Chapter 4 we discussed the formation of observation equations which included two types of corrections: corrections to parameters $d P_{j}$ and corrections to observations $d O_{i}$. The solution of sets of such equations by the method of least squares and its generalization is also a subject that has received considerable attention. There was also indicated, however, a special difficulty. The so-called corrections to observations $d O_{i}$ necessarily absorb a lot of the discrepancy between the mathematical model and actuality which docs not have the character of randomness of errors expected of wellprogrammed instrumental observations. We hope these two statistical ways of viewing a satellite orbit and observations thereof can be combined effectively.

### 5.2. Time Series

Let $y(t)$ be a continuous function of time that may be a vector of any number of dimensions. For any duration of time $T$ it can evidently be represented to any desired degree of accuracy as a sum of sinusoidal terms.

Thus we have

$$
\begin{equation*}
\mathrm{y}(t)=\sum_{n=0}^{\infty}\left[\mathbf{a}_{n} \cos \frac{2 \pi n}{T} t+\mathbf{b}_{n} \sin \frac{2 \pi n}{T} t\right], \quad 0 \leq t \leq T, \tag{5.1}
\end{equation*}
$$

where, given $\mathrm{y}(t)$ for $0 \leq t \leq T$,

$$
\begin{align*}
& \mathbf{a}_{n}=\frac{2-\delta_{a n n}}{T} \int_{0}^{T} \mathbf{y}(t) \cos \frac{2 \pi n}{T} t d t \\
& \mathbf{b}_{n}=\frac{2}{T} \int_{0}^{2 \prime} \mathbf{y}(t) \sin \frac{2 \pi n}{T} t d t . \tag{5.2}
\end{align*}
$$

Since (5.2) is a consequence of the orthogonality property,

$$
\int_{0}{ }^{x}\left[\begin{array}{c}
\sin  \tag{5.3}\\
\text { or } \\
\cos
\end{array}\right] \frac{2 \pi n}{T} r\left[\begin{array}{c}
\sin \\
\text { or } \\
\cos
\end{array}\right] \frac{2 \pi m}{T} t d t=0, \quad m \neq n .
$$

If $\mathrm{y}(\mathrm{t})$ is a normal, "well-behaved" function, staying within certain bounds, the coefficients $\mathbf{a}_{n}, \mathbf{b}_{n}$ will, in gencral, decrease in magnitude as $n$ inereases; namely,

$$
\lim _{n \rightarrow \infty}\left[\begin{array}{l}
\mathbf{a}_{n}  \tag{5.4}\\
\mathbf{b}_{n}
\end{array}\right]=0
$$

As the duration $T$ is lengthened, if $\mathbf{y}$ stays within the same bounds, the Fourier representation (5.1) remains feasible, and if the quadratic sum of coefficients $\mathbf{a}_{n}, \mathbf{b}_{n}$ representing the amount of variability within a certain frequency band $\Delta f$ approaches a constant value, then

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \mathbf{C}(f, \Delta f, T)=\text { const }, \tag{5.5}
\end{equation*}
$$

where for each element $C_{i}$ of $\mathbf{C}$ corresponding to elements $a_{i n}, b_{i n}$ of $\mathbf{a}_{n}, \mathbf{b}_{n}$,

$$
\begin{equation*}
C_{i}(f, \Delta f ; T)=\sum_{n}\left(a_{i n}^{2}+b_{i n}^{2}\right), \quad T\left[f-\frac{\Delta f}{2}\right] \leq n \leq T\left[f+\frac{\Delta f}{2}\right] . \tag{5.6}
\end{equation*}
$$

Hence, in this case, we can express $y(t)$ in the limit as

$$
\begin{equation*}
\mathbf{y}_{p}(t)=\sum_{k=1}^{l}\left[\mathbf{c}_{k} \cos 2 \pi f_{k} t+\mathbf{d}_{k} \sin 2 \pi f_{k} t\right]+\int_{0}^{\infty}[g(f) \cos 2 \pi f t+\mathbf{h}(\dot{f}) \sin 2 \pi f t] d f, \tag{5.7}
\end{equation*}
$$

where the subseript $p$ denotes periodic, and where the summation is over a finite set of discrete frequencies (called a line spectrum) and the integration is over a continuous variation of density $g(f), h(f)$ with respect to frequency (called a continuous spectrum). Evidently, for $\Delta f$ small enough, an element $C_{i}$ of $\mathrm{C}\left(f_{k}, \Delta f, \infty\right)$ is $\left(c_{i k}^{2}+d_{i k}^{2}\right)$.

However, it may be the case that the condition (5.5) does not hold true for a representation of $\mathbf{y}(t)$ by the Fourier series (5.1) because $\mathbf{y}(t)$ does not remain within certain bounds, but instead increases or decreases or oscillates moie and more widely with time. In this case, $y(t)$ has to be expressed as

$$
\begin{equation*}
\mathrm{y}(t)=\mathrm{y}_{\mathrm{s}}(t)+\mathrm{y}_{p}(t), \tag{5.8}
\end{equation*}
$$

where $\mathrm{y}_{p}(t)$ is gotten from (5.7) and where

$$
\begin{equation*}
\mathbf{y}_{s}(t)=\sum_{j=1}^{\infty} z_{j}\left(t-t_{j}\right)^{j} \tag{5,9}
\end{equation*}
$$

The subseript s denotes secular. In this case, for a sufficiently long duration $T$, the dominant change in $y$ will always be expressed by the secular part $y_{s}$ In a particutar application, the lower $z_{j}, x_{1}$ and $x_{2}$ may be appreciably smatler than the lower $a_{n}, b_{n}$, and the $\chi_{j}$ maty go to zero rapidly with increase in $j$, so that over short and moderate durations $T$ it will still be feasible to study $\mathbf{y}$ as the periodic function $y_{p}$. If the $z_{j}$ are known, this is very simply done by just subtracting out $y_{s}$. However, if the $z_{j}$ are not known, then there will always be some distortion of the $a_{n}, b_{n}$ because of the lack of orthogonality, such as (5.3), with the $\boldsymbol{z}_{j}$.
$y_{p}$ is known as a stationary function, because its statistical properties are constant with time. The leading statistical property of $y_{p}$ is its mean square. Since $y_{\text {, }}$ is not necessatily a position vector and since its different components may even have different dimensions, it is appropriate to consider this mean square as a vector itself (rather than a dot product), of which each component $y_{i}^{2}$ is

$$
\begin{equation*}
\sigma^{2}\left[y_{i}\right]=E\left[y_{i}^{2}\right]=\frac{1}{2}\left\{\sum_{i=1}^{l}\left[c_{i k}^{2}+d_{i k}^{2}\right]+\int_{0}^{\infty} \int_{0}^{\infty}\left[g_{i}^{2}(f)+h_{i}^{2}(f)\right] d f d f\right\} \tag{5.10}
\end{equation*}
$$

Equation (5.10) is a consequence of the orthogonality property (5.3) with $T$ extended to approach infinity. (5.10) can be generalized in two ways. First, there will in general be a nonzero mean product $E\left\{y_{i} y_{j}\right\}$ (called crossvariance), second, and a nonzero mean prodact $E\left\{y_{i}(t) y_{i}(t+\tau)\right\}$ (called covariance). The cross-variance will gencrally be a known function of the variance--given the $c_{i k}^{2}, d_{i k}^{2}, g_{i}^{2}, h_{i}^{2}$ for one component, they can be calculated for the others-but this is not in general true of the covariance.

Multiplying $y_{i 2}(t)$ by $y_{i j}(t+\tau)$ from (5.7), converting products of sines and cosines to sums, and applying (5.3), we get

$$
\begin{align*}
\operatorname{Cov}_{i}(\tau)= & E\left[y_{i}(t) y_{i}(t+\tau)\right] \\
= & \frac{1}{2}\left\{\sum _ { k = 1 } ^ { 1 } \left[\left(c_{i k}^{2}+d_{i k}^{2}\right) \cos 2 \pi f_{k} \tau\right.\right. \\
& \left.+\int_{0}^{\infty} \int_{0}^{\infty}\left[g_{i}^{2}(f)+h_{i}^{2}(f)\right] \cos 2 \pi f \tau d f d f\right\} . \tag{5.11}
\end{align*}
$$

The osculating Keplerian elements $\{a, e, i, M,(1), S\}$ of a close satellite orbit can be expressed by an appropriate combination of (3.113), (3.76), and (3.153)-(3.158). Most-say more than $99 \%$--of the variation with time can be regarded as known, including the dominant secular terms $\dot{M}, \boldsymbol{Q}, \dot{\omega}$ arising from the central term $k M$ and $J_{2}$ and $\dot{a}, \dot{e}, d i / d t, \ddot{M}, \ddot{\Omega}, \ddot{\omega}$ arising from simple models of the atmosphere and radiation pressure. The residuals of the actual motion with respect to the known part are what we are interested in examining as a vector time series $y(t)$. This time series will still contain significant $\dot{a}, \dot{e}$, dildt, $\ddot{M}, \ddot{\partial}, \ddot{i}$ as a result of inadequacies of the atmospheric model. However, these six terms can be reduced to two by expressing the others as functions of the acceleration in the mean anomaty and the rate of rotation of the atmosphere. For durations of record Tof satellites of interest to geodesy, the irregular balance of drag eflects can be represented by the continuous spectrum in (5.7). To compare this drag spectrum to that arising from the variations of the gravitational field, we need to calculate the order-of-magnitude of the accelerations involved. For drag, take as typical $C_{D}=2.4, A / m=0.05 \mathrm{~cm}^{2} / \mathrm{gm}, b=7.5 \mathrm{~km} / \mathrm{scc}$, and as pessimistic $\rho \leq 10^{-4} \mathrm{gm} / \mathrm{cm}^{3}$. (Sce the table of numerical values). Using these values in the Equation (3.152) for the drag force obtains for an estimate of the drag acceleration:

$$
\sigma\left\{a_{t}\right\} \leq \pm 2.4 \times 0.05 \times 10^{-14} \times\left(7.5 \times 10^{5}\right)^{2} / 2 \approx \pm 3 \times 10^{-4} \mathrm{~cm} / \mathrm{sec}^{2} .
$$

For an estimate of the acceleration due to a variation of the gravitational ficld, take the radial derivative of the potential term $V_{22}$ as given by (3.53) for a semimajor axis of $8 \times 10^{3} \mathrm{~km}$ and a magnitude $1.5 \times 10^{-6}$ for $J_{22}$ :

$$
\begin{aligned}
\sigma\left(a_{g}\right\} & \approx \pm 3.986 \times 10^{20} \times\left(6.378 \times 10^{8}\right)^{2} \times 1.5 \times 10^{-6} /\left(8 \times 10^{8}\right)^{4} \\
& \approx \pm 6 \times 10^{-4} \mathrm{~cm} / \mathrm{sec}^{2}
\end{aligned}
$$

Thus even for a satellite orbit far from ideal-atmospheric densitics of $10^{-14} \mathrm{gm} / \mathrm{cm}^{3}$ would exist only at altitudes below 600 km on the sunlit side near the peak of the solar cycle-the accelcration due to the variations in the gravitational field would be comparable to that due to drag. Furthermore, the drag acceleration is spread out into a continuous spectrum,
whereas, according to the transformation (3.70), the spectrum of $V_{l m}$ is, for a small eccentricity, comprised aimost entirely by only $(l+1)$ lines: for $V_{22}$, three lines, one near a frequency of two cycles/day and two near two cycles/revolution.

For a length of record $T$, a continuous spectrum of amplitude density $\mathrm{g}\left(f_{k}\right)$ will obsemre a diserete term of amplitude less than $\mathrm{c}_{k}=\mathrm{g}\left(f_{k}\right) / T$, as indicated by (5.1) -(5.2). If we assume that the mean square dag acceleration $s^{2}\left\{a_{1}\right\}$ is distributed uniformly from one cyele per revolution. $1 / P$, downward
 the eflective number of frequency hands will be $\mathrm{t} / \mathrm{l}$ and the vatiabitity
 not have to be very long for the gravitational acecteration at a particular Prequency to stand oul above the drag. Therefore

$$
c_{k} \approx \sigma_{1}\left\{a_{n}, 1 / \sqrt{1+1} \quad \cdots \sigma_{[ }\left[a_{1}\right] \sqrt{P / T}\right.
$$

Since aceelerations are not observed, to compare variability at different frequencies it is better to integrate to obtain the spectrma of pesition varialion:

$$
\sigma_{i}\left\{\Delta_{i}\right\}=\sigma_{i}\left\{u_{i}^{\prime} /(2 \pi /)^{2} .\right.
$$

To compare the implications of the numerical estimates of $\pm 3 \times 10^{4}$ $\mathrm{cm} / \mathrm{sec}^{2}$ for gravitational acceleration $\sigma^{\{ }\left\{a_{y}\right\}$, assuming the equipartition below $1 / P$ for $\sigma^{2}\left\{a_{d}\right\}$, we take a period $P$ of 96 minutes and a record 7 of 3 months. Then

$$
\begin{aligned}
\sigma_{f}\left\{\Delta s_{l}\right\} & =\sigma\left\{a_{l}\right\} \sqrt{P / T} /(2 \pi f)^{2} \\
& = \pm 3 \times 10^{-4} \sqrt{1 / 15 \times 90} /(2 \pi f / 86,400)^{2}= \pm 15 / f^{2} \text { meters }
\end{aligned}
$$

for frequency $f$ in cycies per day. For a frequency of 2 cycles per day, the perturbation is thus about $\pm 4$ meters, compared to $\pm 165$ meters obtained from a gravitational acceleration of $\pm 6 \times 10^{-4} / \sqrt{3} \mathrm{~cm} / \mathrm{sec}^{2}$ at the same frequency. However, for a lower frequency the drag perturbation will obviously become much greater-for example, for one cycle/month, the above estimate gives $\pm 13.5$ kilometers. The situation is shown sehematically in Figure 16, which would be characteristic of a perigee height around 600 km for a Iength of record of about 3 months. For any type of effect, the spectrum rises steeply toward the lover frequency end, due to the longer integration time. Even though they may have considerably less amplitude than drag effects of lower frequency, the orthogonality condition (5.3) still enables accurate determination of the discrete high frequency perturbations caused by tesseral harmonics-the $V_{l m}$ for which $m \neq 0$-provided that $\mathrm{y}(t)$ is completely and continuously observed. However, as indicated in Chapter 4, observations are incomplete in the sense that only one or two
components out of the six comprising y are measured: a range or range-rate or photo plate coordinates. They are also discontinuous because of the geometrical limitations on observability discussed in Section 4.7. Consequently, the time series we are forced to consider is not $y(t)$, but instead a linear transformation thereof multiplied by a "window" function. In addition, this time series will have a part arising from other sources than $\mathbf{y}$,


Figure 16. Spectrim of satellite orbit variations.
due to errors in station position, and so forth:

$$
\begin{equation*}
w(t)=\frac{\partial w}{\partial \mathbf{y}} \mathrm{y} I(t)+\frac{\partial \mathrm{w}}{\partial \mathrm{u}} \mathbf{u} . \tag{5.12}
\end{equation*}
$$

The Jacobian $\partial w / \partial y$ is constituted by the partial derivatives of the observations with respect to the osculating elements, as developed in (4.37)-(4.51), and is itself a function of time. The window function $I(t)$ is unity during observation and zero at other times. The station error function $u$ will be equal to the error of the station position during observation and zero at other times.
$\partial_{\mathrm{w}} / \partial \mathrm{y}, I(t)$, and $\partial_{\mathrm{w}} / \partial \mathrm{u}$ all have complicated spectrums, predominantly of high frequency, comparable to that of the satellite orbit itself. Consequently contributions to $w(t)$ from the discrete gravitationally caused spectrum will be difficult to distinguish from those from the continuous
drag spectrum. Simple harmonic analysis will not suffice; instead, some sort of least-squares or quadratic sum minimization is necessary. Since such a procedure involves squares and products, we are still interested in the statistical properties of the orbital time series, expressed by the variances (5.10) and covariances (5.11).

The discrete variances $\left\{c_{i k}^{2}+d_{i k}^{2}\right\} / 2$ arising from variations in the earth's gravitational field can be calculated from estimates of the variances of the upherical harmonic coefficients $C_{l m}, S_{l m}$ of the gravitational field. These estimates are best obtained from autocovariance analysis of gravimetry, which estimates the degree variances $\sigma_{i}^{2}$ defined by

$$
\begin{equation*}
\sigma_{l}^{2}=\Sigma_{m}\left(\bar{C}_{1 m}^{2}+\bar{S}_{l n}^{2}\right), \tag{5.13}
\end{equation*}
$$

where $\bar{C}_{l m}, \bar{S}_{l n}$ are the coefficients of the normatized spherical harmonics defined by (1.34). A rough rule for the $\sigma_{i}^{2}$ determined from autocovariance analysis of gravimetry is

$$
\begin{equation*}
\sigma_{1}^{2} \approx 160 \times 10^{-12} / l^{3} \tag{5.14}
\end{equation*}
$$

From (5.13) and (5.14),

$$
\begin{equation*}
\left.\sigma_{\left\{C_{l m}\right.}, S_{l m}\right\}=\frac{\sigma_{l}}{\sqrt{2 l+1}} \approx \pm \frac{10^{\cdots 5}}{1^{2}} \tag{5.15}
\end{equation*}
$$

A given frequency $f_{k}$ in (5.7) will, from (3.71), correspond to a set of particular combinations of the indices $l, m, p, q$ in the orbitally referred expression of the spherical harmonics. Thus

$$
\begin{equation*}
\left.f_{i}=[(l-2 p) \dot{\omega}+(l-2 p+q) \dot{M}+m(\Omega)-\dot{0})\right] / 2 \pi \tag{5.16}
\end{equation*}
$$

The lowest degree term giving rise to a particular frequency $f_{k}$ will be that for which

$$
\begin{equation*}
l=m \quad \text { unless } m \text { is } 0 \text { or } 1 \tag{5.17}
\end{equation*}
$$

Others in the set will have

$$
\begin{align*}
& l=m+2 j \\
& p=p_{j}=p_{0}+j \tag{5.18}
\end{align*}
$$

where $j$ is any integer. Consequently, from (5.15) and (4.27),

$$
\begin{equation*}
E\left[\frac{1}{2}\left(c_{i k}^{2}+d_{i l}^{2}\right)\right]=\sum_{j=7 p}^{\infty} \frac{\sigma_{l}^{2}}{2 l+1} K_{i l n p p,}^{2}, \tag{5.19}
\end{equation*}
$$

where $I$ and $p$ are obtained from (5.18) and $K_{i t m p q}$ is the coefficient of the partial derivative of the Keplerian element with respect to $C_{l m}$, as given by (4.28).

For estimates of the spectral representation of the drag effects $\frac{1}{2}\left[g^{2}(f)+\right.$ $\left.h^{2}(f)\right]$, analysis must be made of orbital residuals. Here the dominant effect will be in the mean anomaly, so much so that the inexactness of the present
data makes it not worthwhile to consider the errors in other elements caused by drag. The results of analysis of orbits for drag effects are usually expressed in terms of the rate of change of period $\dot{P}$. Autocovariance analyses of $\dot{P}$ generally obtain an exponential drop-off with increasing frequency for its power spectrum:

$$
\begin{equation*}
\sigma_{f}^{2}\{\dot{P}\}=D\langle\dot{P}\rangle^{2} \exp (-q f) \tag{5.20}
\end{equation*}
$$

where $\langle\dot{P}\rangle$ is the mean value of the rate-of-change of period.
The relationship between sinusoidal oscillations in $\dot{P}$ and in $\ddot{M}$ will be

$$
\begin{equation*}
\Delta \ddot{M}=-\frac{n^{2}}{2 \pi} \Delta \dot{P}=-\frac{n^{2}}{2 \pi} \cos 2 \pi f t \tag{5.21}
\end{equation*}
$$

Solving for $\sigma_{f}^{2}\{M\}$ by integrating twice and squaring, we get

$$
\begin{equation*}
\sigma_{f}^{2}\{M\}=\frac{n^{4}}{64 \pi^{6} f^{-1}} D\langle\dot{P}\rangle^{2} \exp (-q f) . \tag{5.22}
\end{equation*}
$$

For $f$ in cycles per day, numerical estimates are 0.6 for $D$ and 19.2 for $q$. The practical implication of the frequency $f$ in the denominator is that some device must always be applied to absorb low frequency drag effect-usually both arbitrary polynomials in the mean anomaly and limiting the duration of an orbital are. If $h$ polynomials are used for an are of duration $W$, the lower limit of the unabsorbed frequencies will be about $h / 2 W$.

As previously pointed out, the correction to observation $d O_{i}$ of the observation equation (4.32) must absorb all discrepancy between the mathematical model and actuality. Hence the contribution to the variance of $d O_{i}, \sigma^{2}\left\{O_{i}\right\}$ from neglected coefficient $C_{l m}, S_{l m}$ will, from (5.19), be

$$
\begin{equation*}
\Delta_{l m} \sigma^{2}\left\{O_{i}\right\}=\sum_{p, q}\left[\frac{\partial O_{i}}{\partial s_{h}} K_{h l m p a} \frac{\sigma_{l}^{2}}{2 l+1} K_{k l m n q a} \frac{\partial O_{i}}{\partial s_{l i}}\right], \tag{5.23}
\end{equation*}
$$

where $\left(s_{l}, s_{k}\right)$ are either both ( $a, e$, or $i$ ) or both ( $M, \omega$, or $\Omega$ ); contributions from cross products are zero. The corresponding contribution to the covariance of $d O_{i}$ and $d O_{j}$ is

$$
\begin{align*}
& \Delta_{l m} \operatorname{Cov}\left\{O_{i} O_{j}\right\}=\sum_{p, 4}\left[\frac{\partial O_{i}}{\partial s_{l}} K_{h l m p a} \frac{\sigma_{l}^{2}}{2 l+1} K_{k l m p q} \frac{\partial O_{j}}{\partial s_{k}}\right] \\
& \times \cos \left[(l-2 p)\left(\omega_{i}-\omega_{j}\right)+(l-2 p+q)\left(M_{i}-M_{j}\right)\right. \\
& \left.\quad+m\left(\Omega_{i}-\Omega_{j}-\theta_{i}+\theta_{j}\right)\right] . \tag{5.24}
\end{align*}
$$

Similarly, for the drag effect, we have

$$
\begin{align*}
\Delta_{d} \sigma^{2}\left\{O_{i}\right\} & =\left[\frac{\partial O_{i}}{\partial M}\right]^{2} \int_{M / 2 W}^{\infty} \sigma_{f}^{2}\{M\} d f  \tag{5.25}\\
\Delta_{d} \operatorname{Cov}\left\{O_{i}, O_{i}\right\} & =\frac{\partial O_{i}}{\partial M} \frac{\partial O_{j}}{\partial M} \int_{u / 2 W}^{\infty} \sigma_{r}^{2}\{M\} \cos 2 \pi f\left(t_{i}-t_{j}\right) d f \tag{5.26}
\end{align*}
$$

### 5.3. Quadratic Sum Minimeation

We have set up in (4.32) a standard form for an observation equation, which states that the diserepancy between an observed quantity and a calculated quantity based on a mathematical model most be accounted for by a combimation of corrections to the parameters on which the mathematical model is based and a correction to the observation. Normally, we must deal with a set of such observation equations that is much larger than the number of model paramelers that are to be corrected. Lee us write a set of observation equations (4.32) in matrix form. Thus

$$
\begin{align*}
& -\mathrm{X}+\mathrm{M} \\
& { }_{n \times 1} \quad \mathrm{z}=\underset{m \times 1}{ }=\underset{n \times 1}{\mathrm{f}}, \tag{5.27}
\end{align*}
$$

where $m<\mu$, ind


$$
\mathrm{z}=\left[\begin{array}{c}
d P_{1}  \tag{5.28}\\
d P_{\mathrm{z}} \\
\cdot \\
\cdot \\
\cdot \\
d P_{j} \\
\cdot \\
\cdot \\
\cdot \\
d P_{m}
\end{array}\right], \quad \mathrm{f}=\left[\begin{array}{c}
O_{1}-C_{1} \\
O_{2}-C_{2} \\
\cdot \\
\cdot \\
\cdot \\
O_{i}-C_{i} \\
\cdot \\
\cdot \\
\cdot \\
O_{n}-C_{n}
\end{array}\right] .
$$

The derivation of (4.32), and of the other equations in Chapter 4 pertaining to observation equations, are based on the assumption that the corrections werc differentials. This assumption is equivalent to assuming that the
$d P_{j} d P_{k}$ term in a Taylor series development for $\left(O_{i}+d O_{i}-C_{i}\right)$ is negligible:

$$
\begin{equation*}
\left(O_{i}+d O_{i}-C_{i}\right)=\sum_{j} \frac{\partial C_{i}}{\partial P_{j}} d P_{j}+\frac{1}{2} \sum_{i, k} \frac{\partial C_{i}}{\partial P_{i}} \cdot \frac{\partial C_{i}}{\partial P_{k}} d P_{i} d P_{k}+\cdots \tag{5.29}
\end{equation*}
$$

which in turn implies that $\partial C_{i} / \partial P_{3}$ in (5.29), and hence $M$ in (5.27), can be considered constant. (5.27) is thus a set of linear equations. The vector f can be considered as the coordinates of a point in $\%$-dimensional space, and the vector x as corrections to these coordinates. Hence

$$
\begin{equation*}
M \mathrm{z}=0 \tag{5.30}
\end{equation*}
$$

is a set of cquations that together represent a lincar form in the $n$-dimensional space, since we obviously can express the $m$ elements of $z$ in terms of the " elements of $i+x$ by selecting and solving a set of $m$ equations from (5.27). For example, if $n$ is equal to 3 and $m$ is equall to $\{$, (5.27) wookd be

$$
\begin{align*}
& -x_{1}+m_{11} z_{1}=f_{1} \\
& -x_{2}+m_{21} \tilde{x}_{1}=f  \tag{5.31}\\
& -x_{3}+m_{32}=j_{3}
\end{align*}
$$

which could be reduced to

$$
\begin{align*}
& \frac{m_{21}}{m_{11}}\left(f_{1}+x_{1}\right)=\left(f_{2}+x_{2}\right),  \tag{5.32}\\
& \frac{m_{31}}{m_{11}}\left(f_{1}+x_{1}\right)=\left(f_{3}+x_{3}\right) .
\end{align*}
$$

Two linear equations in 3 unknowns $\left(f_{1}+x_{1}\right)$, $\left(f_{2}+x_{2}\right)$, and $\left(f_{3}+x_{3}\right)$ is the expression of a straight line in 3 -dimensional space. In general, the point $\left(f_{1}, f_{2}, f_{3}\right)$ defined by the observations will not lie on this line. The desired correction $\left(x_{1}, x_{2}, x_{3}\right)$ is obviously the one which is the shortest distance from the point to the line, since this implies the minimum correction to the observations. If the coordinate axes are rectangular and the scale is the same in all directions, then this minimum will be

$$
\begin{equation*}
\sum_{i} x_{i}^{2}=\operatorname{Min} \tag{5.33}
\end{equation*}
$$

However, the equations (5.27) can just as well refer to oblique axes with a different scale along each coordinate axis, in which case we must rewrite (5.33) as

$$
\begin{equation*}
\sum_{i j} g_{i j} x_{i} x_{j}=\operatorname{Min} \tag{5.34}
\end{equation*}
$$

or, in matrix form,

$$
\mathrm{x}^{T} \mathrm{Gx}=\mathrm{Min} .
$$

The next problem is to determine, given a set of observations $O_{i}$ with associated variances $\sigma_{i}^{2}$ and covariances $\operatorname{Cov}\left\{O_{i}, O_{j}\right\}$, the appropriate quantities $g_{i j}$ to use in (5.34), (5.35). If the observations are uncorrelaled that is, all covariances zero-then the obvious choice is

$$
\begin{align*}
& g_{i i}=1 / \sigma_{i}^{2},  \tag{5.30}\\
& g_{i j}=0, \quad i \not \boldsymbol{z}^{\underline{6}} j,
\end{align*}
$$

since the square of the correction applied would thas be weighted so as t: be proportionate to its expected mean square magnitude. If we have a set of $n$ correlated observations x , we can always find a linear transformation thereof [see (2.3)] to another set of $n$ observations $y$ that are uncorrelated. because in order to determine the $n^{2}$ numbers in the transformation matrix $A$.

$$
\begin{equation*}
\mathrm{y}=\mathrm{A} \mathrm{x}, \tag{5.37}
\end{equation*}
$$

there are $n^{2}$ condition equations to be satisfied in the relationship betwees the covariance matrices of $y$ and $x, W_{y}$ and $W_{x}$ :

$$
\begin{equation*}
\mathbf{W}_{y}=\mathbf{A} \mathbf{W}_{x} \mathbf{A}^{T} ; \tag{5.3.}
\end{equation*}
$$

ihat is,

$$
\begin{align*}
\sigma^{2}\left\{y_{i}\right\} & =\sum_{k, i} a_{i l c} \operatorname{Cov}\left\{x_{k}, x_{l}\right\} a_{i l},  \tag{5.39}\\
0 & =\sum_{k, i} a_{i k} \operatorname{Cov}\left\{x_{k}, x_{l}\right\} a_{j l},
\end{align*} \quad i \neq j
$$

Then the inverse variance weighting (5.36) applied to the quadratic sum minimization of y implies

$$
\begin{align*}
\operatorname{Min} & =\mathbf{y}^{T} \mathbf{W}_{y}^{-1} \mathbf{y}=(\mathbf{A x})^{T}\left[\mathbf{A} W_{x} A^{T}\right]^{-1}(\mathbf{A x}) \\
& =\mathbf{x}^{T} \mathbf{A}^{T}\left(\mathbf{A}^{T}\right)^{-1} \mathbf{W}_{x}^{-1} \mathbf{A}^{-1} \mathbf{A x}  \tag{5.40}\\
& =\mathbf{x}^{T} \mathbf{W}_{x}^{-1} \mathbf{x}=\operatorname{Min} .
\end{align*}
$$

The weight matrix $G$ used in (5.85) should thus be the inverse of the covariance matrix W.

As stated, the matrix form of the observation equations, (5.27), appears adequate for the problems in geodetic use of satellites. However, for other possible uses it is instructive to solve, subject to (5.40), a more general casi,

$$
\begin{equation*}
\mathrm{Cx}+\mathrm{M} z=\mathbf{f} \tag{5.4}
\end{equation*}
$$

in which there is at least one nonzero element per row in C. Combining (5.40) and (5.41), we can write

$$
\begin{equation*}
\mathbf{x}^{T} \mathbf{W}^{-1} \mathbf{x}-2(\mathrm{Cx}+\mathrm{M} \mathbf{z}-\boldsymbol{f})^{T} \lambda=\operatorname{Min} \tag{5.42}
\end{equation*}
$$

where $\lambda$ is a vector of parameters called Lagrangian multipliers. We differentiate (5.42) with respect to $x$, and then set the result equal to zero in order to obtain the minimum

$$
\begin{equation*}
W^{-1} x-C^{\prime} \lambda=0 . \tag{5.43}
\end{equation*}
$$

If we now solve (5.43) for $\mathbf{x}$ and substitute the result in (5.41), we get

$$
\begin{equation*}
\mathrm{I} \lambda+\mathrm{M} \mathrm{z}-\mathrm{f}=0, \tag{5.44}
\end{equation*}
$$

*where

$$
\begin{equation*}
\mathbf{K}=\mathbf{C W} \mathbf{C}^{T} \tag{5.45}
\end{equation*}
$$

On differentiating (5.42) with respect to $z$, and setting the result equal to \%ero,

$$
\begin{equation*}
\mathrm{M}^{T} \lambda=0 \tag{5.46}
\end{equation*}
$$

If we solve (5.44) for $\lambda$,

$$
\begin{equation*}
\lambda=\mathrm{K}^{-1-1}(\mathrm{f}-\mathrm{M} x) . \tag{5.47}
\end{equation*}
$$

By substituting from (5.47) for $\lambda$ in (5.46) and solving for $z$,

$$
\begin{equation*}
z=\left[M^{4} \mathrm{~K}^{-1} \mathbf{M}\right]^{-1} \mathrm{M}^{T} \mathrm{~K}^{-1} \mathrm{f} . \tag{5.48}
\end{equation*}
$$

The matrix $\mathrm{M}^{\mathrm{P}} \mathrm{K}^{-1} \mathrm{M}$ is called the normal equation coefficients, and the vector $\mathrm{M}^{7} \mathrm{~K}^{-1} \mathrm{f}$, the normal equation constants.

By substituting from (5.48) for $\mathbf{z}$ in (5.47), solving (5.43) for $\mathbf{x}$, and then substituting from (5.47) for $\lambda$ in the result, we have

$$
\begin{equation*}
\mathbf{x}=\mathbf{W C}^{T} \mathbf{K}^{-1}\left[\mathbf{I}-\mathbf{M}\left(\mathbf{M}^{T} \mathbf{K}^{-1} \mathbf{M}\right)^{-1} \mathbf{M}^{T} \mathbf{K}^{-1}\right] \mathbf{f} \tag{5.49}
\end{equation*}
$$

Given $W$ is the covariance matrix of the observations before correction by $\mathbf{x}$, we find that the covariance matrix of the residuals f will be, from (5.41), $\mathrm{CWC}^{T}, \mathrm{~K}$, by (5.45). To obtain the covariance matrix V of z , we pre- and post-multiply $K$ by the coefficient of $f$ in (5.48):

$$
\begin{align*}
\mathbf{V}_{z} & =\left[\left(\mathbf{M}^{T} \mathbf{K ^ { - 1 }} \mathbf{M}\right)^{-1} \mathbf{M}^{T} \mathbf{K}^{-1}\right] \mathbf{K}\left[\left(\mathbf{M}^{T} \mathbf{K}^{-1} \mathbf{M}\right)^{-1} \mathbf{M}^{T} \mathbf{K}^{-1}\right]^{T} \\
& =\left(\mathbf{M}^{T} \mathbf{K}^{-1} \mathbf{M}\right)^{-1} \tag{5.50}
\end{align*}
$$

Similarly, for the covariance matrix $\mathbf{U}$ of the corrections $\mathbf{x}$, pre- and post-multiply $\mathbf{K}$ by the coefficient of $\mathbf{f}$ in (5.49). After sorting out the algebra, we have

$$
\begin{equation*}
\mathbf{U}=\mathbf{W C}^{T} \mathbf{K}^{-1}\left[\mathbf{I}-\mathbf{M}\left(\mathbf{M}^{T} \mathbf{K}^{-1} \mathbf{M}\right)^{-1} \mathbf{M}^{T} \mathbf{K}^{-1}\right] \mathbf{C W} \tag{5.51}
\end{equation*}
$$

The covariance matrix $Y_{x}$ of the improved observations then will be

$$
\begin{equation*}
V_{x}=W-U \tag{5.52}
\end{equation*}
$$

All the results (5.48)-(5.52) are applicable to (5.27) by setting - 1 in place of C .

The only assumption we have made in Equations (5.33)..(5.52) is that in the uncorrehated case the weighting factor is inversely proportional to the varance, Quadratic sum minmization under this assumption is known as minimum barance and is less restrictive than maximum likelihood, where the same result requires assuming that the corrections have a normal distribudion about a zero mean: that is, a frequency for a correction of magnitude $x$ proportionate to exp $\left(-x^{2} / \sigma^{2}\right)$. However, any improvement over this normal law would require higher degree terms than quadratic in the minimized sum (5.34) or (5.35), which in turn would imply that nonlinear effects from sources unaccounted for by the model are significant. This implication in a way contradicts the assumption that nonlincar Taylor series terms in the model effects (5.29) are negligible. White there are physical situations where there are limitations on $\left(O_{i}+\left(O_{i}\right)\right.$, such as that it camot be negative, which might make a skew distribmion of $d O_{i}$ appropriate, usually a non-nomat distribution of corrections $d O_{i}$ is an indicator of some condition that can be removed in a detemmate maner by improving the model rather than by complicating the statistics.

The normal equation coefficient matrix $\mathbb{M}^{T^{-1}} \mathbf{N}^{-1}$ that is inverted in the solution (5.48) for corrections to parameters $z$ may be of considerable dimension because of the large number of independent parameters that have perceptible effects on satellite orbits, and because it may be desirable to combine several different orbits in order to get a well-conditioned solution for parameters common to all orbits, such as the gravitational field coefficients and station position shifts. However, if the normal equation coefficient matrix $M^{\prime \prime} \mathbf{K}^{-1} \mathrm{M}$ has a particular form, an appreciable reduction can be obtained in the size of the matrix which must be stored and inverted by the computer. Let

$$
\begin{equation*}
\mathrm{N}=\mathbb{V}^{T} \mathrm{~K}^{-1} \mathrm{MI}, \quad \mathrm{~s}=\mathrm{M}^{T} \mathrm{~K}^{-1} \mathbf{f}, \tag{5.53}
\end{equation*}
$$

and let

$$
\left[\begin{array}{c}
\mathrm{z}_{1}  \tag{5.54}\\
\hdashline \mathrm{z}_{2}
\end{array}\right]=\mathrm{z}, \quad\left[\begin{array}{c}
\mathrm{s}_{1} \\
\hdashline \mathrm{~s}_{2}
\end{array}\right]=\mathrm{s}^{\prime \prime},\left[\begin{array}{l|l}
\mathrm{N}_{11} & \mathrm{~N}_{12} \\
\hline \mathrm{~N}_{21} & \mathrm{~N}_{22}
\end{array}\right]=\mathrm{N} .
$$

Equation (5.48) can now be written

$$
\begin{align*}
& \mathrm{N}_{11} \mathbf{I}_{1} \mathrm{~N}_{12} Z_{2}=\mathrm{s}_{1},  \tag{5.55}\\
& \mathrm{~N}_{21} Z_{1}+\mathrm{N}_{22} Z_{2}=\mathrm{s}_{2} .
\end{align*}
$$

Solving the second equation of (5.55) for $\mathbf{z}_{2}$, we get

$$
\begin{equation*}
\mathrm{z}_{2}=\mathrm{N}_{23}^{-1}\left(\mathrm{~s}_{2}-\mathrm{N}_{212} \mathrm{z}_{1}\right), \tag{5.56}
\end{equation*}
$$

and substituting the result in the first equation of (5.55), we have

$$
\begin{equation*}
\left(N_{11}-N_{12} N_{22}^{-1} N_{121}\right) x_{1}=s_{1}-N_{12} N_{22}^{-1} s_{2}, \tag{5.57}
\end{equation*}
$$

If N has the form

$$
\mathbf{N}=\left[\begin{array}{c:cccc}
\mathbf{N}_{11} & \mathbf{N}_{12,1} & \mathbf{N}_{12,2} & \cdots & \mathbf{N}_{12, n}  \tag{5.58}\\
\hdashline \mathbf{N}_{21,1} & \mathbf{N}_{22,11} & 0 & \cdots & 0 \\
\mathbf{N}_{21,2} & 0 & \mathbf{N}_{22,2 n} & & \cdot \\
\cdot & \cdot & & \cdot & \cdot \\
\cdot & \cdot & & \cdot & \cdot \\
\cdot & \cdot & & \cdot & \\
\mathbf{N}_{21, n 2} & 0 & . & \cdot & \mathbf{N}_{22, n n}
\end{array}\right],
$$

mancly,

$$
\begin{equation*}
\mathrm{N}_{32, j}=0, \quad i \neq j, \tag{5,59}
\end{equation*}
$$

then the terms involving inversions in (5.57) can be written

$$
\begin{align*}
\mathbf{N}_{12} \mathbb{N}_{22}^{-1} \mathbf{N}_{21} & =\sum_{i=1}^{n} \mathbb{N}_{12, i} \mathbb{N}_{22, i i}^{-1} \mathbf{N}_{21, i},  \tag{5.60}\\
\mathbf{N}_{12} \mathbf{N}_{22}^{-1} \mathbf{s}_{2} & =\sum_{i=1}^{n} \mathbf{N}_{12, i} \mathbb{N}_{22, i i}^{-1} ; \mathbf{s}_{2, i} .
\end{align*}
$$

If in the matrix of observation Equations (5.27) M has the form

$$
\mathbf{M}=\left[\begin{array}{c|ccc}
\mathbf{M}_{11} & \mathbf{M}_{12,1} & 0 & 0  \tag{5.61}\\
\mathbf{M}_{21} & 0 & \mathbf{M}_{12,2} & \\
\cdot & \cdot & & \\
& \cdot & & \\
\mathbf{M}_{l 1} & 0 & & \mathbf{M}_{12, l}
\end{array}\right]
$$

N will have the form (5.58) since, from (5.53),

$$
\begin{equation*}
\mathbf{N}_{22, i j}=\sum_{h=1}^{l} \mathbf{M}_{h 2, i}^{T} \mathbf{K}_{h h}^{-1} \mathbf{M}_{h 2, j}, \tag{5.62}
\end{equation*}
$$

which is 0 for $i \neq j$. The matrix M will have the form (5.61) if several different satellite orbits, each with its own constants of integration, are combined in a single least squares solution, because the set of observation cquations pecular to a particular orbital are $/$ will contain partial derivatives $\mathrm{M}_{h 1}$ with respect to gravitational coeflicients, and so on, common to all orbits, but have nonzero partial derivatives with respect to only its own orbital constants, $M_{t a, h}$. Hence, a solution for $n$ parameters common to any number of orbits each with $p$ constants of integration can be made in accordance with ( 5.48 ) without storing any matrix of dimension larger than $(n+p)$ or inverting any matrix of dimension larger than $n$.

The vectors $x$ and $z$ may be corrections to "observations" or "parameters" that occur in a staged or evolutionary process. If the vectors of the actual errors at the ith stage are $\epsilon_{i}(x), \epsilon_{i}(z)$, and their nonlinear effects at the $(i+1)$ th stage are insignificant, then the errors $\epsilon_{i+1}(\mathbf{x}), \boldsymbol{\epsilon}_{i+1}(z)$ can be expressed as a linear transform of $\epsilon_{i}(\mathbf{x}), \boldsymbol{\epsilon}_{i}(\mathbf{x})$ through propagation matrices $\mathrm{P}_{3}, \mathrm{P}_{:}$:

$$
\begin{align*}
& \epsilon_{l ; 1}(x)=P_{j,} E_{l}(x),  \tag{5.6.3}\\
& E_{j, i}(z)=P_{z} E_{i}(z) .
\end{align*}
$$

 be expresed as

$$
\begin{align*}
& W_{x}=P_{x} V_{z} P_{x}^{T}  \tag{5.64}\\
& W_{z}=\mathrm{P}_{z} \mathrm{~V}_{z} \mathrm{P}_{z}^{T}
\end{align*}
$$

If these variables are to be further corrected at the $(i+1)$ th stage by being combined with new observations with covariance matrix $\mathbf{W}_{y}$ in new condition equations, the equations can be written as .

$$
\begin{equation*}
\mathrm{C}_{x} \mathbf{x}_{x x}+\mathrm{C}_{y} \mathbf{x}_{y}+\mathrm{C}_{z} \mathbf{x}_{z}+\mathbf{M z}=\mathbf{f} \tag{5.65}
\end{equation*}
$$

and the quadratic sum to be minimized as

$$
\begin{equation*}
\mathbf{x}_{x}^{T} \mathbf{W}_{x}^{-1} \mathbf{x}_{x}+\mathbf{x}_{y}^{T} \mathbf{W}_{u}^{-1} \mathbf{x}_{y}+\mathbf{x}_{z}^{T} \mathbf{W}_{z}^{-1} \mathbf{x}_{z}=\mathrm{Min} \tag{5.66}
\end{equation*}
$$

Particular cases to which (5.64)-(5.66) might be applied are:

1. An evohtionary process, such as an orbit, in which the carried-forward estimate of the state of the process, with covariance matrix $\mathbf{W}_{x}$, is combined with new observations with covariance matrix $\mathrm{W}_{y}$. In this case, $\mathrm{C}_{z}$ is 0 , $\mathbf{M}$ is 0 , and the solution by (5.49) becomes

$$
\begin{equation*}
\left[\frac{\mathbf{x}_{x}}{\mathbf{x}_{y}}\right]=\left[\frac{\mathbf{W}_{x} \mathrm{C}_{x}^{T^{\prime}}}{\mathbf{W}_{y} \mathbb{C}_{y}^{T}}\right]\left\{\mathrm{C}_{x} \mathrm{~W}_{x} \mathrm{C}_{x}^{T^{\prime}}+\mathrm{C}_{y} \mathbf{W}_{y} \mathrm{C}_{y}^{T}\right\}^{-1} \mathbf{f} \tag{5.67}
\end{equation*}
$$

2. Corrections to parameters may be determined from several scts of observations each of which is ill-conditioned alone, but which are inconvenient to combine. In order to express the effect of the corrections and associated covariance matrix $\mathrm{V}_{z}$ from one set in analyzing another set, we can put $W_{z}$ and $C_{x}$ as $0 ; P_{z}$ as $I$, and $C_{y}, C_{z}, M$, and $\mathbf{f}$ as

$$
\mathbf{C}_{y}=\left[\begin{array}{c}
\mathbf{C}_{u}  \tag{5.68}\\
\hdashline 0 \\
0
\end{array}\right], \quad \mathbf{C}_{z}=\left[\begin{array}{c}
0 \\
\hdashline-\mathbf{I} \\
-\mathbf{I}
\end{array}\right], \quad \mathbf{M}=\left[\begin{array}{c}
\mathbf{M}_{y} \\
\hdashline \mathbf{I}
\end{array}\right], \quad \mathbf{I}=\left[\begin{array}{c}
\mathbf{f}_{y} \\
\hdashline \mathbf{0}
\end{array}\right] .
$$

The solution by (5.48) becomes

$$
\begin{equation*}
\mathbf{z}=\left[\mathbf{M}_{y}^{T} \mathbf{K}_{y}^{-1} \mathbf{M}_{y}+\mathbf{V}_{z}^{-1}\right]^{-1} \mathbf{M}_{y}^{T} \mathbf{K}_{y}^{-1} \mathbf{f}_{y} \tag{5.69}
\end{equation*}
$$

To summarize, for the geodetic satellite problem the obscrvational data can be transformed or combined so that there is onc "observation" per equation as in (5.27) ; it is the comections $x$ to model parameters in which we are interested; and the inadequacies of the model resulting from drag, higher gravitational harmonics, and so on, are such that in an ideal solution there should be appreciable correlation between observations at different times, as expressed by the covariances (5.24), (5.25) that appear as off-diagonal elements in the covariance matrix $W$.
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## 6

## DATA ANALYSIS

### 6.1. Simaltancous Observations

If sulficient simultaneous observations are made from the same set of stations, then the corrections to the satellite positions dx in Equations (4.37) and (4.52) can be regarded as unknowns. Also appearing as unknowns will be the corrections to station positions du with the exception of one station, since without using the orbit there is no other way of fixing the system with respect to the origin. Hence if there are $m$ stations and $n$ simultaneous sets of observations, there will be $[3(m-1)+3 n]$ unknowns and qum observations, where $q$ is 2 for camera observations and 1 for range observations. Hence it is necessary that

$$
\begin{equation*}
q n m>3(m-1)+3 n \tag{6.1}
\end{equation*}
$$

or

$$
\begin{equation*}
n>\frac{3 m-3}{q m-3} \tag{6.2}
\end{equation*}
$$

(except for $4 m 2$ or 3 ). For camera observations, let the $2 m$ observations of the jth satellite point be numbered $P_{1 j}, P_{2 j} \ldots P_{2-j}$; and the satellite coordinates be numbered $x_{1 j}, x_{2 j}, x_{3 j}$. Then for the matrix set up of the observations (5.27), we have for each simultaneous set from the $k$ th station:

$$
\begin{aligned}
& \mathbf{M}_{x j k}=\left[\begin{array}{ccc}
\partial P_{(2 k-1) j} / \partial x_{1 j}, & \partial P_{(2 k-1) j} / \partial x_{2 j}, & \partial P_{(2 k-1) /} / \partial x_{3 j} \\
\partial P_{2 k j} / \partial x_{1 j}, & \partial P_{2 k j} / \partial x_{2 j}, & \partial P_{2 k j} / \partial x_{3 j}
\end{array}\right], \\
& \mathbf{M}_{u j j k}=\left[\begin{array}{ccc}
\partial P_{(2 k-1) j} / \partial u_{1 k}, & \partial P_{(2 k-1) j} / \partial u_{2 k,}, & \partial P_{(2 k-1) j} / \partial u_{3 k k} \\
\partial P_{2 k j} / \partial u_{1 k}, & \partial P_{2 k j} / \partial u_{2 k}, & \partial P_{2 k j} / \partial u_{3 k}
\end{array}\right],
\end{aligned}
$$

$$
\begin{gather*}
\mathbf{M}_{x j}=\left[\begin{array}{c}
\mathbf{M}_{z j 1} \\
\mathbf{M}_{x j 2} \\
\\
\mathbf{M}_{x j n}
\end{array}\right], \mathbf{M}_{u j j}=\left[\begin{array}{ccc}
\mathbf{M}_{u j 1} & 0 & 0 \\
0 & \mathbf{M}_{u j 2} & \\
& & \\
0 & & \mathbf{M}_{u j(m-1)} \\
0 & & 0
\end{array}\right],  \tag{6.3}\\
\mathbf{M}=\left[\begin{array}{ccc|c}
\mathbf{M}_{x 1} & \mathbf{0} & \mathbf{0} & \mathbf{M}_{u 1} \\
\mathbf{0} & \mathbf{M}_{x 2} & & \mathbf{M}_{u 2} \\
\mathbf{O} & & \mathbf{M}_{w n} & \mathbf{M}_{u n}
\end{array}\right], \mathbf{f}=\left[\begin{array}{c}
\mathbf{f}_{1} \\
\mathbf{f}_{2} \\
\cdot \\
\cdot \\
\cdot \\
\mathbf{f}_{n}
\end{array}\right] ;
\end{gather*}
$$

$\mathrm{M}_{x j k}$ is the coelficient

$$
\left[\begin{array}{ccc}
\int / p_{3} & 0 & 0 \\
0 & / / p p_{3} & 0
\end{array}\right] \mathbf{R}_{p, x}
$$

of $d \mathbf{x}$ in (4.37), and $\mathbf{M}_{u j k}$ is the coefficient

$$
-\left[\begin{array}{ccc}
f \mid p_{3} & 0 & 0 \\
0 & f / p_{3} & 0
\end{array}\right] \mathbf{R}_{p x} R_{3}(-\theta)
$$

of $d \mathbf{u}_{0}$ in (4.37).
If the observations are considered to be uncorrelated, then the matrix $\mathbf{W}^{-1}$ (the same as $\mathbf{K}^{-1}$ if $\mathbf{C}=1$ ) in (5.48) will be diagonal. Letting $\sigma$ be the $2 \times 2$ diagonal matrix of variances for each photograph, then in the quantities $\mathbf{M}^{\prime \prime} W^{-1} \mathbf{M}$ and $\mathbf{M}^{T} \mathbf{W}^{-1} \dot{f}$ can be incremented at each observation by

$$
\mathbf{M}_{j k}^{7} \sigma^{-1} \mathbf{M}_{j k} \quad \text { and } \quad \mathbf{M}_{j k}^{T Y} \sigma^{-1} \mathbf{f}_{j k}
$$

where

$$
\mathbf{M}_{j k}=\left[\begin{array}{llll:l}
0 & \cdots & \mathbf{M}_{x j k} \cdots & \cdots & 0
\end{array} \cdots \mathbf{M}_{u j k} \cdots 0 .\right.
$$

Since no reference is made to the center of mass of the earth, the $x$, $u$ coordinate systems need not be used; instead, some locally referred system, such as the I coordinates of the fixed station, can be used, applying rotations as described by (4.17).

Simultaneous observations have been made by fixed cameras of both balloon-type and flashing light satellites.

### 6.2. Orbital Observations: Short-Term

If observations are nonsimultaneous, then, of course, the orbital constants of integration must be added to the parameters in place of satellite positions. In addition, there may be other orbital parameters, including those of particular interest to geodesy:the coefficients of the gravitational field. All station positions may bc considered free, since the absence of first-degree harmonics from the gravitational field is equivalent to assuming the geometrical center of the earth, to which station positions refer, coincides with the dynamical center of mass, to which the orbit refers.

Hence, ideally, in (5.27), the M matrix should now include partial derivatives of the calculated quantities $C_{i}$ with respect to the orbital parameters and the gravitational coefficients as obtained by combining (4.29) and (4.37) or (4.48), and the part $C_{i}$ of the $\mathbf{f}$ vector should be calculated from the orbital theory by (3.76) and (3.113) plus the appropriate transformation to observational form: (4.15) or (4.36). In (5.48), the covariance matrix W shouk now ideally include off diagonat elements expressing covariance, as well as increments to the variances on the main diagonal, due to the effects of neglected higher gravitational coefficients by (5.24) and of drag by (5.26).

The accuracy of the principal types of observation is such that it should be hoped to determine orbital oscillations on the order of $\pm 10$ meters. For typical orbit specifications, the order of magnitude of spherical harmonics suggested by ( 5.14 ) used in (3.76) indicates that tesseral harmonics ( $m \neq 0$ ) as high as the 8 th degree and most up to the 6th degree will be determinable, namely, up to 60 coefficients. However, the accuracy of location of tracking stations with respect to each other is poor enough that the $\pm 10$ meters criterion indicates that their coordinates should also be treated as unknown, namely, about 36 more parameters. Furthermore, the principal effects of some sets of terms with the same order subscript $m$ are all exactly in phase, since they all have the same argument, $m(\Omega-\theta)$, in the partial derivative (4.27): for example, $(l, m)$ of $(2,2),(4,2),(6,2)$, and $(8,2)$. To distinguish such terms from each other, the coefficients $K_{i l m p q}$ of (4.28) must differ. Varying the semimajor axis $a$, or eccentricity $e$, appreciably will vary the drag characteristics by a considerable amount; hence, it is desirable to obtain the variety of orbital specifications to separate terms of the same argument by varying the inclination. Wee thus must add to the total parameters the elements of enough orbits to make this separation-say four orbits, or 28 elements, including in each set a parameter to absorb acceleration in the mean anomaly.

For a fairly firm determination of this total of more than 120 parameters, several hundred observations are required. The covariance matrix $W$ of these observations will be a series of nonzero blocks down the principal
diagonal, one block for each orbit, with off-diagonal elements due to drag effect according to (5,26). This rigorous treatment has not yet been applied; in practice, the covariance matrix W of such large dimensions with nonzero off-diagonal elements due to drag effect according to (5.26) is beyond reasonable computcr capacity. Hence, in practice, the rigorous treatment has not yet been applied; the covariance matrix $W$ is either taken as a diagonal matrix, or, at best, covariance is taken into account only between observations in the same pass. Furthermore, the lack of a sufficient varicty in inclination of orbits at a good altitude has degraded the accuracy to be reasonably hoped for to about $\pm 20$ meters, which reduces the number of low degree gravitational coefficients accurately determinable to about 35: all up to an $(l, m)$ of $(4,4)$; plus $(5,0),(5,1) ;(6,0)$ through $(6,4)$; and $(7,0)$. In addition to these low degree coefficients, one pair of coefficients in the range of about $(9,9)$ to $(15,15)$ should be added for each satellite to absorb the small-divisor effect described by (3.150).

The various aforestated difliculties have the result that progress in orbit analysis for tesseral hamonics and station position has been by computer experimentation: the testing out in actual computation of various alternative procedures selected by empirical rules. Some of these procedures and rules are given as follows:

1. The length of the orbital are represented by a single set of constants of integration may be selected either on the basis that there is a considerable surplus of observations over parameters to be determined-for example, 80 or more observations-or that the orbital residuals are not more than a small multiple of the amplitudes of the perturbations caused by the tesseral harmonics-for example, 10 to 1 . Ruies of this sort gencrally result in arcs for Doppler tracking, which can observe in all conditions, of one to seven days, but for camera tracking, which requires a combination of satellite in sun and station in darkness and clear weather, of ten to thirty days.
2. The residuals can usually be reduced by using arbitrary polynomials in time to represent some of the variation of the elements. However, to avoid absorbing some of the effects of the gravitational variations, such polynomials are usually confined to a $t^{2}$, or a $t^{2}$ and a $t^{3}$ term in the mean anomaly, where the maximum drag effect occurs.
3. To further minimize drag effect, the across track component may be given higher weight (or lower variance) than the along track component. This may most conveniently be done using the partial derivative of the observation with respect to time, (4.34). For example, for camera observations with components $p_{1}, p_{2}$ we have

$$
V_{\text {obs }}=\left[\begin{array}{cc}
\sigma_{n}^{2} & 0  \tag{6.4}\\
0 & \sigma_{p}^{2}
\end{array}\right]+\left[\begin{array}{c}
\partial p_{1} / \partial \epsilon(t) \\
\partial p_{2} / \partial \epsilon(t)
\end{array}\right] \sigma^{2}(t)\left[\frac{\partial p_{1}}{\partial \epsilon(t)}, \frac{\partial p_{2}}{\partial \epsilon(t)}\right] .
$$

Nong-tack residuals generally are aboul wice as large as across-frack; however, some experience has indicated that weghting such as (6.4) does not make much difference in results.
4. Since nonuniform distribution of obseryations destroys the orthogomatity of the low-frequency drag vartations in figure 16 to the higher frequency gravitational variations, presumably some of the separation can be restored by weighting observations inversely as their density with respect to phase angles important in determining the gravitational cocflicients, such as $(\Omega-\theta)$. Also, if tracking stations are nonuniformly distributed geographically, observations that are from those stations clustered closely together may be accorded lower weight than those from remote stations. Again, the device of weighting to overcome nonuniform distribution is one whose benefits have been difficult to discern in application.
5. The number and distribution of observations will often be such as to cause ill-conditioning: that is, the effects of different parameters are so similar as to make thern difficult to distinguish. One technique to reduce ill-conditioning is to use a preassigned covariance matrix for the parameters, as in (5.69), using statistical estimates such as (5.14). This technique probably tends to reduce the magnitude of the results below that of the actual values.

The ideal method of removing ill-conditioning is to include data from orbits of several different inclinations. In order to ayoid having too large matrices to invert, the calculation has sometimes been done by the partitioned solution of the normals described by (5.53)-(5.62), and sometimes in two separate stcps. In the first stcp, the orbital constants of integration are determined separately for each arc. Subtracting out the effects of thesc constants leaves residuals which are then analyzed jointly for all orbits to determine the gravitational coeflicients and station coordinate shifts. This technique probably tends to cause some effects of the gravitational variations to be absorbed at the carlier step by the orbital constants of integration.
6. Tests that can be applied in the analysis include (a) the solution for the gravitational coeflicients $C_{21}, S_{21}$ that are known to be virtually zero from the smallness of the variations in the position of the earth's rotation axis; and (b) comparing the geoid height calculated geometrically from the station coordinates-that is, determining the altitude $h$ in (4.5) from given $u, v, w$ and subtracting the height above sea level therefrom-with that determined from the gravitational coefficients. Thus

$$
N=R_{E} \sum_{l, m} P_{l m}(\cos \phi)\left[C_{l m} \cos m \lambda+S_{l n} \sin m \lambda\right] .
$$

The results that have been obtained thus far from satellite orbits for the variations of the gravity field have plainly been influenced by the method of analysis as much as by the orbital characteristics and the type of tracking.

In generat, however, results obtaned from Doppler tracking yodd lager mean square cocficients than those from optical tracking. Perhaps this happens because there is more systematic observational error in the Doppler tracking; or perhaps because the much seantier and less unform distribution of camera obscrvations results in a greater part of the effects of the vartations of the gravitational fied being absorbed by the orbital eonstants of integration; or perhaps because the Doppler data included more high inclination orbits, which are more sensitive to the tesseral harmonics, particularly the sectoral ( $m=l$ ) terms. lnvestigations of statistical interaction between different parameters show that the highest correlation is, as expected, between cocfficients of subscript $(l, m),(n, m), l-n$ even; that the correlation is rather low between station coordinates and gravitational coefficients, or between different station coordinates; and that there is a moderate amount of correlation between gravitational coefficients and orbital constants of integration. The present rate of improvement in results is rapid, partly because of more tracking data under better conditions and partly because of better methods of analysis. The results given in Table 3 were all obtained in the fall of 1964. Figure 17 is the geoid computed by using the coellicients of Anderle (1960) from Table 3 , plus zonal harmonics $\bar{C}_{30}$ through $\bar{C}_{60}$, in (6.5). All solutions since 1963 show a strong resemblance in the locations of the principal extrema of the gravitational field. There are always four maxima: (1) near New Guinea ( $0^{\circ}, 150^{\circ} \mathrm{E}$ ), (2) near Great Britain ( $50^{\circ} \mathrm{N}$, $\left.10^{\circ} \mathrm{W}\right)$, (3) off the Cape of Good Hope $\left(50^{\circ} \mathrm{S}, 40^{\circ} \mathrm{E}\right)$, and (4) near Peru ( $10^{\circ} \mathrm{S}$, $80^{\circ} \mathrm{W}$ ); and four or five minima: (1) off India $\left(0^{\circ}, 70^{\circ} \mathrm{E}\right)$, (2) near the South Pole $\left(90^{\circ} \mathrm{S}\right)$, (3) in the western Atlantic $\left(20^{\circ} \mathrm{N}, 60^{\circ} \mathrm{W}\right)$, (4) in the eastern Pacific $\left(20^{\circ} \mathrm{N}, 120^{\circ} \mathrm{W}\right)$, and sometimes (5) in the northwestern Pacific $\left(40^{\circ} \mathrm{N}, 180^{\circ}\right)$.

A compromise between simultaneous observations and one-to-thirty day arcs which has been occasionally proposed is an intensively observed short are of about 30 minutes duration to relate the positions of two geodetic datums. Although the minimum of six orbital elements must still be included as unknown parameters, at least one datum must be considered fixed because the are is too short to establish location with respect to the center of mass. The shortness of the arc, the number of observations, and the accuracy requirements make numerical integration of the orbit appropriate. The convenient statistical treatment is then that of the evolutionary process given by (5.64) and (5.67). The advantage of the short arc is that imperfectly known perturbations by gravitational variations, drag, and so on, have had relatively little time to build up. However, these environmental factors are still of sufficient influence that parameters to express their effects must be added to the dynamically necessary six orbital elements as part of the estimate of the state of the process. Since the parameters at one stage do not have a deterministic relationship to those at another stage, the covariance cannot


Figure 17. Geoid heights, in meters, based on the spherical harmonic cocfficients through the sixth degree of Anderle (1966).

Table 3
Tesseral Harmonic Coefficients of the Gravitational Field

| Coefficient | From Camera Data Izsak <br> (1966b) | From Doppler Data |  |
| :---: | :---: | :---: | :---: |
|  |  | Guier and Newton | Anderle |
|  |  | (1965) | (1966) |
| $\bar{C}_{22} \times 10^{6}$ | 2.08 | 2.38 | 2.45 |
| $\vec{S}_{22} \times 10^{6}$ | -1.25 | -1.20 | -1.52 |
| $\bar{C}_{31} \times 10^{6}$ | 1.60 | 1.84 | 2.15 |
| $\bar{S}_{31} \times 10^{6}$ | -0.04 | 0.21 | 0.27 |
| $\bar{C}_{32} \times 10^{6}$ | 0.38 | 1.22 | 0.98 |
| $5_{32} \times 10^{6}$ | -0.80 | -0.68 | -0.91 |
| $\bar{C}_{33} \times 10^{6}$ | -0.17 | 0.66 | 0.58 |
| $\bar{S}_{33} \times 10^{6}$ | 1.40 | 0.98 | 1.62 |
| $\bar{C}_{41} \times 10^{6}$ | -0.38 | -0.56 | -0.49 |
| $S_{41} \times 10^{6}$ | -0.40 | -0.44 | -0.57 |
| $\bar{C}_{42} \times 10^{6}$ | 0.20 | 0.42 | 0.27 |
| $\bar{S}_{42} \times 10^{16}$ | 0.58 | 0.44 | 0.67 |
| $\bar{C}_{43} \times 10^{6}$ | 0.69 | 0.84 | 1.03 |
| $\bar{S}_{43} \times 10^{6}$ | -0.10 | 0.00 | $-0.25$ |
| $\bar{C}_{44} \times 10^{6}$ | -0.11 | -0.21 | -0.41 |
| $\bar{S}_{44} \times 10^{6}$ | 0.43 | 0.19 | 0.34 |
| $\bar{C}_{51} \times 10^{6}$ | -0.14 | 0.14 | 0.03 |
| $\bar{S}_{51} \times 10^{6}$ | -0.04 | -0.17 | -0.12 |
| $\bar{C}_{52} \times 10^{6}$ | 0.24 | 0.27 | 0.64 |
| $\bar{S}_{52} \times 10^{6}$ | -0.27 | -0.34 | -0,33 |
| $\bar{C}_{53} \times 10^{6}$ | -0.67 | 0.09 | -0.39 |
| . $S_{53} \times 10^{6}$ | 0.05 | 0.10 | -0.12 |
| $\bar{C}_{54} \times 10^{6}$ | -0.13 | -0.49 | -0.55 |
| $\bar{S}_{54} \times 10^{6}$ | 0.16 | -0.26 | 0.15 |
| $\bar{C}_{55} \times 10^{6}$ | 0.08 | -0.03 | 0.21 |
| $\bar{S}_{55} \times 10^{6}$ | -0.41 | -0.67 | -0.59 |
| $\bar{C}_{61} \times 10^{6}$ | -0.02 | 0.00 | -0.08 |
| $\bar{S}_{61} \times 10^{6}$ | 0.12 | 0.10 | 0.19 |
| $\bar{C}_{62} \times 10^{6}$ | 0.05 | -0.16 | 0.13 |
| $\bar{S}_{62} \times 10^{6}$ | $-0.23$ | -0.16 | -0.46 |
| $\bar{C}_{63} \times 10^{6}$ | 0.05 | 0.53 | -0.02 |
| $\bar{S}_{63} \times 10^{6}$ | 0.00 | 0.05 | -0.13 |
| $\bar{C}_{64} \times 10^{6}$ | 0.07 | -0.31 | -0.19 |
| $\bar{S}_{64} \times 10^{6}$ | -0.39 | -0.51 | -0.32 |
| $\bar{C}_{65} \times 10^{6}$ | -0.28 | -0.18 | -0.09 |
| $\bar{S}_{055} \times 10^{6}$ | $-0.38$ | --0.50 | $-0.79$ |
| $\mathrm{C}_{68} \times 10^{6}$ | -0.12 | 0.01 | 9 $\quad-0.32$ |
| $\bar{S}_{60} \times 10^{6}$ | -0.59 | -0.23 | $-0.36$ |

be simply propagated as in (5.64), but must be supplemented by a statistical increment expressing the uncorrelated part of the variance at the two staters.

### 6.3 Orbital Observations: 1 ong-Term

If the orbital elements have secula change (that is, proportionate of or $t^{2}$ ), or have sinusodal variation of much larger period than the are lengths. then if these effects are not calculated in the determination of an orbit and other parameters as deseribed in Section 6.2 the orbital constants of interertion will reflect the long-term secular and periodic changes. A differential correction determination of orbital clements for an arc of a week or wo is. in fact, a very effective means of smoothing or filtering short period variations, so that the long-term changes stand out in the constants of integration. As is shown by the linear perturbation formula (3.76), the zonal harmonics $C_{i 0}$ of the gravitational field will give rise cither to purely secular effects for $l$ even, or to long period effects of argument $\omega$ for $l$ odd. Hence delermination of these zomal coefficients $C_{10}$ is best done by analyzing the change in the mean orbital elements of short ares over several month.s.

Determination of the even zonal tarmonies is made from the motion of the node and sometimes from the motion of the perigee. From (3.76) and (3.113) we have

$$
\begin{align*}
& S=-\sum_{p=1}^{\infty} J_{2 p} \mu a_{l}^{2 p} y \frac{\left(\partial F_{2, p o p j} / \partial i\right) G_{2, p p 0}(e)}{n a^{2 p+3}\left(1-e^{2}\right)^{1 / 2} \sin i}+O\left(J_{2}^{2}\right)+\text { lunisolar terms },  \tag{6.6}\\
& \dot{\omega}=-\sum_{p=1}^{\infty} J_{2 p} \mu a_{l}^{2 p} y \frac{\left(1-e^{2}\right)^{1 / 2}}{n a^{2 p+3}}\left[\frac{\partial G_{2 p p 0} / \partial e}{e} F_{2 p 0, p}(i)-\frac{\cot i}{\left(1-e^{2}\right)} \frac{\partial F_{2 p 0 p}}{\partial i} G_{2 \mu, p 1}\left(e^{\prime}\right)\right] \\
& +O\left(J_{2}^{2}\right)+\text { Iunisolar terms. } \tag{6.7}
\end{align*}
$$

Precautions that have to be observed in the analysis ate

1. The set of satellite orbits used should have a variety of inclinations sufficient to separate the different harmonics.
2. The orbital constants of integration determined by differential correction for the short arcs must be consistent with the algebraic form of the terms containing $J_{2}^{2}$.
3. The mean value of the elcments $a, e, i$ for the entire duration used to determine $\Omega, \dot{\omega}$ must be accurately determined, to be valid for use in (6.6) and (6.7). Correct averaging of the elements $a$ and $e$ is particularly important to remove secular drag effects.
4. If lunisolar attraction, radiation pressure, and other perturbations are not removed in determining the mean values of the constants of integration, they can distort determination of the rates $\Omega$ and $\dot{\omega}$ not only through purely secular effects but also through periodic perturbations. A periodic
perturbation $\Delta(\Omega, \omega) \sin \{x t-\lambda\}$ will affect the apparent secular rate from observations lasting from $t_{1}$ to $t_{2}$ by an amount $\left.\delta(\Omega), \dot{\omega}\right)$,

$$
\begin{equation*}
\delta\left(\dot{\Omega},(\dot{i})=\frac{\Delta(\Omega, \omega)\left[\sin \left\{x t_{2}-\lambda\right\}-\sin \left\{x t_{1}-\lambda\right\}\right]}{t_{2}-l_{1}} .\right. \tag{6.8}
\end{equation*}
$$

5. If the perturbations are removed in determining the constants of integration, in addition to direct effects $\Delta_{1}(\Omega 2, \omega)$, the interaction of perturbation $\Delta e, \Delta i$ with the secular effect of $J_{2}$ may cause an indirect effect $\left.\Delta_{2}(\Omega), \omega\right)$ large enough that it should be taken into account, as given by (3.116).

Table 4
Zonal Harmonic Coefficients of the Gravitational Field

| Coefficient | Smith <br> $(1963,1965)$ | Kozai <br> $(1964)$ | King-Hele et al. <br> $(1965 \mathrm{ab})$ | Guier \& Newton <br> $(1965 \mathrm{ab})$ |
| :---: | :---: | ---: | :---: | :---: |
| $J_{2} \times 10^{6}$ | -1082.64 | 1082.65 | 1082.64 |  |
| $J_{3} \times 10^{6}$ | -2.44 | -2.55 | -2.56 | -2.68 |
| $J_{1} \times 10^{6}$ | -1.70 | -1.65 | -1.52 |  |
| $J_{5} \times 10^{6}$ | -0.18 | -0.21 | -0.15 | -0.02 |
| $J_{6} \times 10^{6}$ | 0.73 | 0.65 | 0.57 |  |
| $J_{7} \times 10^{61}$ | -0.30 | -0.33 | -0.44 | -0.59 |
| $J_{8} \times 10^{6}$ | -0.46 | -0.27 | 0.44 |  |
| $J_{9} \times 10^{6}$ |  | -0.05 | 0.12 | 0.1 .8 |
| $J_{10} \times 10^{6}$ | -0.17 | -0.05 |  |  |
| $J_{11} \times 10^{6}$ |  | 0.30 |  |  |
| $J_{12} \times 10^{6}$ | -0.22 | -0.36 |  |  |
| $J_{13} \times 10^{6}$ |  | -0.11 |  |  |
| $J_{14} \times 10^{6}$ | 0.19 | 0.18 |  |  |

Current analyses of secular motions use several months of data each of seven or more satellites. The principal differences in treatment are in the relative weighting: whether according to accuracy or to representation of variety in inclination, and in whether or not perigee motion, which may be more affected by drag, should be used as well as nodal motion. The principal recent determinations are given in Table 4.

The odd degree zonal harmonics are somewhat easier to determine, since more orbital elements are affected and no other orbital perturbations have as argument the perigee angle $\omega$. The most influential perturbation is perigee height. From (3.76) we have

$$
\begin{equation*}
\Delta e=-2 \sum_{p=2}^{\infty} J_{2 p-1} \frac{F_{(2, p-1), 0 p}(i) G_{(2, p-1) 01}(e)\left(1-e^{2}\right)^{1 / 2}}{n a^{2 p+2} \dot{\omega}} \sin \omega . \tag{6.9}
\end{equation*}
$$

Also in the category of long-term orbital observations would be observations of the motion in longitude of a 24-hour satellite, for the purpose of determining $\left\{C_{22}, S_{22}\right\}$ through its resonant effect as expressed by (3.136). The length of the expected period $T$, from (3.137), makes it appropriate to use mean orbital elements determined for epochs on the order of a week apart. From the mean semimajor axis $a$, eccentricity $e$, and inclination $i$, the coefficients $Q_{l m}$ could be calculated by (3.121). Then using these $Q_{t m}$ with observed longitudes $\lambda_{A}$ the accelerations $\ddot{\lambda}_{A}$ could be calculated by (3.126). These calculated $\ddot{\lambda}_{A}$ would then be compared with the observed $\ddot{\lambda}_{A}$ obtained by fitting a curve to the observed $\lambda_{A}$.

Wagner (1965) calculated the elements of the first near 24 -hour orbit being tracked, SYNCOM II. The mean clements are

$$
\begin{aligned}
& a=42,170 \mathrm{~km}=6.61 a_{r} \\
& e=0.0002 \\
& i=33^{\circ}
\end{aligned}
$$

Calculating the $F_{l m p}$ by Table 1, and laking the $G_{l p q}$ as unity, we get in "planetary" units $\left(k=1, M=1, a_{e}=1\right)$

$$
\begin{align*}
& Q_{22}=1.206 \times 10^{-3} J_{22}=0.778 \times 10^{-3} J_{22} \\
& Q_{31}=-0.014 \times 10^{-3} J_{31}=-0.016 \times 10^{-3} \vec{J}_{31}  \tag{6.10}\\
& Q_{33}=1.258 \times 10^{-3} J_{33}=0.175 \times 10^{-3} J_{33}
\end{align*}
$$

where the $\vec{J}_{l m}$ differ from the $J_{l m}$ by the normalization factor given in (1.34). Satellite SYNCOM II was permitted to drift first from longitude $54.9^{\circ} \mathrm{W}$ to $57.6^{\circ} \mathrm{W}$, then restarted and allowed to drift again from $59.2^{\circ} \mathrm{W}$ to $63.5^{\circ} \mathrm{W}$. Taking the mean longitudes of $-56.25^{\circ}$ and $-61.33^{\circ}$ for these two periods, and making the replacement

$$
\begin{equation*}
\bar{J}_{l m} \sin m\left(\lambda-\lambda_{l m}\right)=\bar{C}_{l m} \sin m \dot{\lambda}-\bar{S}_{l m} \cos m \lambda, \tag{6.11}
\end{equation*}
$$

we can write expressions for the accelerations in terms of the coefficients and the mean longitudes for each of the two periods,

$$
\begin{align*}
\bar{\lambda}_{1} \times 10^{3}=-0.719 \check{C}_{29} & +0.298 \bar{S}_{22}+0.013 \bar{C}_{31} \\
& +0.009 \bar{S}_{31}-0.034 \bar{C}_{33}+0.172 \bar{S}_{33} \\
\bar{\lambda}_{2} \times 10^{3}=-0.654 \bar{C}_{22} & +0.420 \bar{S}_{22}+0.014 \bar{C}_{31} \\
& +0.007 \bar{S}_{31}+0.012 \bar{C}_{33}+0.175 \bar{S}_{33} \tag{6.12}
\end{align*}
$$

Wagner (1965) gives as observed accelerations

$$
\begin{aligned}
\ddot{\lambda}_{10} & =-1.27 \pm 0.02 \times 10^{-3} \text { degrees/day }{ }^{2} \\
& =-1.93 \pm 0.03 \times 10^{-9} \text { planetary units, } \\
\ddot{\lambda}_{2 o} & =-1.32 \pm 0.02 \times 10^{-3} \text { degrees/day }{ }^{2} \\
& =-2.01 \pm 0.03 \times 10^{-9} \text { planetary units. }
\end{aligned}
$$

The sets of coefficients from Table 3 used in (6.12) yield:
Coefficients of Izsak (1966):

$$
\ddot{\lambda}_{1 c}=-1.59 \times 10^{-9} \mathrm{pl} \text { units, }
$$

$$
\ddot{\lambda}_{2 c}=-1.61 \times 10^{-9} \mathrm{pl} \text { units, }
$$

Coefficients of Guier \& Newton (1965): $\quad \ddot{\bar{\lambda}}_{10}=-1.86 \times 10^{-9} \mathrm{pl}$ units, $\ddot{\lambda}_{2 c}=-1.83 \times 10^{-9} \mathrm{pl}$ units, $\ddot{\lambda}_{1 \mathrm{c}}=-1.92 \times 10^{-5} \mathrm{pl}$ units, $\ddot{\lambda}_{2 c}=-1.92 \times 10^{-9} \mathrm{pl}$ units.

In addition, there is a small contribution to the acceleration by the sun and moon of about $-0.02 \times 10^{-9} \mathrm{pl}$ units.

The approach to resonance expressed by (3.150) was first noted in the orbit of a satellite which had a nodal period of $107.13^{m i}$ and an inclination of $89.8^{\circ}$. Hence $\Omega$ was negligible, and, for $m=13$,

$$
\begin{aligned}
\dot{\omega}+\dot{M}=\frac{2 \pi \times 806.8137}{107.13 \times 60} & =0.78866, \\
m(\dot{\Omega}-\dot{\theta})=-13 \times 0.058834 & =-\frac{-0.76484,}{} \\
\dot{\omega}+\dot{M}+m(\dot{\Omega}-\dot{\theta}) & =0.02382,
\end{aligned}
$$

or a period of $2 \pi /(107.088 \times 0.02382)=2.47$ days. The eccentricity was 0.003 , so the $H(e) \partial G_{l p o} / \partial e$ term may be neglected and $G_{l p o}$ set as unity. The semimajor axis was $1.1706 a_{e}$. Evaluating $F_{l m p}$ by (3.62) and setting

$$
\begin{equation*}
\bar{S}_{l m \nu o}=N_{l m} \bar{J}_{l m} \sin \left[\omega+M+m\left(\Omega-\theta-\lambda_{l m}\right)\right], \tag{6.13}
\end{equation*}
$$

where $N_{l m}$ is the normalization factor from (1.34), we get for (3.150)

$$
\begin{align*}
\Delta \lambda= & -187.3 J_{13,13} \sin \left[\omega+M+13\left(\Omega-0-\lambda_{13,13}\right)\right] \\
& -79.3 \bar{J}_{15,13} \sin \left[\omega+M+13\left(\Omega-0-\lambda_{15,13}\right)\right] \\
& +173.2 J_{17,13} \sin \left[\omega+M+13\left(\Omega-0-\lambda_{17,13}\right)\right]  \tag{6.14}\\
& +38.6 \bar{J}_{10,13} \sin \left[\omega+M+13\left(\Omega-0-\lambda_{10,13}\right)\right] \\
& +\cdots .
\end{align*}
$$

From（5．15），the expected order of magnitude of $\bar{J}_{l, m}$ is about $\sqrt{2} \times 10^{-5} / l^{2}$ ， and hence $0.07 \times 10^{-6}$ is a likely valuc for $E\left\{J_{l, m,}\right\}$ for a degree $/$ in the range 13 to 19．Taking the root－square－sum of the coefficients in（6．15）and multi－ plying by $0.07 \times 10^{-6}$ ，we get $\pm 18.5 \times 10^{-6}$ for $E\{\Delta \lambda$ ，or about $\pm 140$ meters．The observed value reported was about $\pm 100$ meters，yielding a plausibte $0.05 \times 10^{-6}$ for the root－mean－sequare average of the $J_{13,13}$ through $\bar{J}_{19,13}$ ．The contribution from $\bar{J}_{21,13}$ ，and so on should also be perceptible．
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earth-fixed, $16-18,25,61-66,82-86$
inertial, $16-18,63-65,82-86$
local, 64-65
orbital, $16-18,21-25,63$
photogrammetric, 64,66
origins
geocentric, 16-18, 25-26, 61-64, 82-86
topocentric, 63-64

Delaunay equations, 30
Determining function, 45-47
Differential relationships, 67-71

Drag, atmospheric, 56-59, 95-99, 111-12, 116

Eccentricity
ellipsoidal, 61-63
factors in disturbing function, 4, 37-38
orbital, 22
Elements, Kepler or orbital, 22-25
Ellipse, Kepler or crbital, 16-18, 20-27
Ellipsoid
geometrical, 61-63
potential, $8-10$
Energy, orbital, 24, 29
Euler angles, 18, 63-64

Flattening, $8-10,63$
Force function, 29, 43-47

Geoid, 8, 112-14
Greenwich Sidereal Time, 17, 31, 63, 85-86

Hamilton's principle, 44-45

Inclination, 18, 23-24
critical, 48-50
factor in disturbing function, 34-36

Kepler's equation, 23
Kepler's third law, 23, 69

Lagrangian brackels, 27
Lagrangian planelary equations, 29
Laplace's equation, 2-3
Least squares, 100-107
Legendre functions, 6
Longitude ol node, 18, 23-24
Matrix algebra, 12-16
Minimum variance, 100-107
Node, longitude of, 18, 23-24
Normal equations, 103-106
Normalization of spherical harmonics, 6-7
Observability conditions, 87-90
Observation equations, 71-81, 100, 105
Pergee, argumen of, 18, 22
Perturbations
linear, 39-41
nonlinear, 41-56
Potential, 1-10
Precession
close satellite orbit, 39-40
earth, 82-85
Prediction theory, least squares, 106-107

Range observations, 63, 81
Range-rate observations, 63, 78-81
Refraction, 75, 77, 79-81
Resonance, 49--56, 118-20
Rotation, carth's, 17-18, 63, 82-88
Rotation matrices, 13-14, 18-19
Runge-Kutla integration, 41
Semimajor axis
ellipsoidal, 8, 61-62
orbital, 22
Simultaneous observations, 108-109
Spherical harmonics, 4-7
Star catalogue, 76, 82-85
Synchronous satellites, 50-55, 118-19

Tesseral harmonic determination, 110-16, 118.20
'Time, 72, 74.75, 81‥76
Tintes serics, $92 \cdots 99,111-12,116-17$
Twenty-four-hour satellites, $50-55,118-19$

Von Zeipel's method, 44-47, 53-55
Zonal harmonic determination, 116-18
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